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Abstract

AI systems are increasingly being adopted across various domains and appli-
cation areas. With this surge, there is a growing research focus and societal
concern for actively involving humans in developing, operating, and adopt-
ing these systems. Despite this concern, most existing literature on AI and
Human-Computer Interaction (HCI) primarily focuses on explaining how AI
systems operate and, at times, allowing users to contest AI decisions. Exist-
ing studies often overlook more impactful forms of user interaction with AI
systems, such as giving users agency beyond contestability and enabling them
to adapt and even co-design the AI’s internal mechanics. In this survey, we
aim to bridge this gap by reviewing the state-of-the-art in Human-Centered
AI literature, the domain where AI and HCI studies converge, extending past
Explainable and Contestable AI, delving into the Interactive AI and beyond.
Our analysis contributes to shaping the trajectory of future Interactive AI
design and advocates for a more user-centric approach that provides users
with greater agency, fostering not only their understanding of AI’s workings
but also their active engagement in its development and evolution.
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Explainability

1. Introduction

Artificial Intelligence (AI) is being incorporated in almost all aspects of
professional and personal spheres, including healthcare, education, leisure,
and business [1, 2, 3, 4], partially owing to the growing accessibility of com-
puting resources and the abundance of available data [5]. Modern AI tools
(e.g., ChatGPT [6], DALLE-3 [7], Stable Diffusion [8]) shape public opinion
towards the benefits, rather than the drawbacks, of these technologies, by be-
ing accessible and allowing not only experts but also end-users to experiment
directly with their capabilities. At the same time, the reliance on AI systems
for automatic and autonomous decision-making raises critical concerns on
issues such as copyrights, plagiarism, misconduct, and the spread of fake in-
formation [9, 10], as well as the repercussion of AI’s incorrect decision-making
on human lives, including agency loss, privacy loss, bias, and discrimination
[11, 12, 13]. AI is still technology-centered—with its efficiency largely being
measured based on system performance metrics rather than the quality of
its interaction with humans, especially in practical applications [14]. On the
research front, recent studies have explored methods to make AI systems
more adaptable by users and to gain their trust, examining human satisfac-
tion, traceability, or collaboration [15, 16, 17, 18]. Efforts are also underway
for contestability—the ability to oppose and contest AI decision-making [19].
However, the application of these methods in practice is still limited.

When it comes to literature evaluation aimed at identifying trends and
gaps in future human-AI interactions, the majority of research is concentrated
on the explainable AI—to make systems understandable by users [20, 21, 22].
While this marks progress compared to early studies that solely assessed AI
by (model) performance, these studies adopt the lens of a rather “passive”
human role in decision-making, which typically stops at the level of receiv-
ing explanations for AI decisions or, occasionally, at the ability to contest
them. Beyond that, current implementations provide limited agency to users
to control and adapt AI systems to their needs. Active human-AI interaction
involves continuous collaboration between users and AI systems, ultimately
advocating for more human-centered (a.k.a. true “human-in-the-loop”) ap-
proaches for system design [14, 23, 24]. However, having an overarching
human agency with AI systems also becomes challenging to handle with-
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out adhering to human-centered approaches. For instance, the explainabil-
ity of a system may interfere with its performance/complexity, and having
more interactions may make the system susceptible to user fallibility. There-
fore, a balanced human-AI interaction empowers users to take actions, sepa-
rates user and AI tasks, and establishes a shared responsibility between the
user and the AI system [23]. Research has emphasized the need for human-
centered approaches from different perspectives such as transparency, trust,
or interaction guidelines [14, 23, 25, 20, 26, 27, 28]. However, the majority
of explorations still primarily focus on explanations as the main assessment
criteria of human-AI approaches/interactions. To the best of our knowledge,
no systematic literature review study has examined contemporary develop-
ments in user interaction that are focused on fostering a more active role for
the user in their interaction with the AI system beyond explanations.

Our literature review aims to address this gap by consolidating
and critically analyzing complementary state-of-the-art approaches
in human-AI interaction, including studies from the Human-Centered
AI, Explainable AI, and Interactive AI fields, among others, which
extend beyond explanations and involve “explicit”, “intentional”,
and “informed” user interactions with AI systems.

Our systematic analysis, guided by the above-stated research agenda,
identifies key research trajectories, patterns, and gaps, focusing on the active
user interaction with AI systems. Among our key findings, we uncover that a
wide range of studies fail to include end-users in the co-design of AI systems
or even in simpler forms of interaction with them. In terms of applications,
we find that recent research predominantly explores active interaction in
low-risk areas such as education, leisure, and sports, evaluating trivial tasks,
while neglecting high-risk domains such as healthcare and security. Regard-
ing the goals of AI systems in their interactions with users, we observe that
most systems concentrate on enhancing user experience to ultimately sup-
port user acceptance. Our analysis also reveals that only a handful of studies
permit active modification of AI mechanics, particularly in the Interactive
Machine Learning (IML) domain. IML explorations present an opportunity
for designing systems that provide a higher degree of agency and user control,
extending beyond system understandability. Finally, across all identified di-
mensions of analysis (users, implementations, goals), spanning different fields
per dimension, we note that a significant portion of related literature pro-
poses theoretical rather than practical solutions. This suggests an opportu-
nity for the growth of Interactive AI towards more practical experimentation

3



to understand and shape the emerging field of active AI interaction.
Overall, the contributions of this work are summarized as follows:

• We present a systematic literature analysis of the current state and bot-
tlenecks in research and practice regarding explicit, intentional, and
informed human-AI interaction. Our analysis incorporates contribu-
tions from various fields, including Human-Centered AI, Collaborative
AI, Contestable AI, Interactive AI, Interactive Machine Learning, and
Hybrid Intelligence.

• We critically evaluate relevant literature, from the perspective of users,
implementations, and goals of AI systems. We then examine practical
interconnections, providing an overview of AI’s impact on user trust,
acceptance, and utilization.

• We synthesize challenges and research gaps, focusing on balancing sys-
tem autonomy, user agency, and user needs across various aspects, such
as user experience, transparency, interaction, and augmentation.

• We provide guidelines for future system design to overcome the iden-
tified challenges and gaps toward a more efficient and balanced inter-
action of humans with AI systems and vice versa. These guidelines
advocate for participatory human-AI interaction design and, for reflec-
tive evaluation by the relevant stakeholders.

The rest of this paper is structured as follows. Section 2 presents a brief
background of this work, providing an overview of the fields of explainable AI
and human-AI interaction. Section 3 explains our methodology, covering the
inclusion/exclusion criteria, search, data collection, study evaluation proto-
cols, and definitions/terminologies. Section 4 delves into our analysis across
three main dimensions: 1) AI Users, 2) AI Implementations, and 3) AI Goals,
with each discussing further sub-dimensions. We accompany the analysis of
each of those dimensions with a summary of our findings to help the reader
easily grasp observed nuances in the state-of-the-art. Section 5 discusses our
findings synthetically, including the extent to which current literature fulfills
the challenges and needs for achieving user-centered interactivity in practice,
as well as two common perspectives of interaction discussed in the literature,
namely collaboration and augmentation. Furthermore, we discuss the critical
issue of agency in human-AI interaction research, highlighting a nascent but
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mostly unexplored trend for user inclusion in the development and evolution
of AI systems. Finally, we discuss issues related to interfacing and outline
what is needed for current research to effectively address interaction chal-
lenges. We also discuss the limitations and suggest future directions for this
work. Section 6 concludes with the key findings of this work.

2. Background

AI witnessed strong performance growth in the past few decades, transi-
tioning from the phase of mimicking human intelligence to algorithmic dom-
inance [29, 30, 31]. Human imitation, such as learning, adapting, predicting,
and interacting, has remained fundamental to AI [32, 33]. However, with
the growth in data-intensive computing, newer techniques such as machine
learning (deep neural networks) and learning everything directly from data
emphasize predictive accuracy over the human agency [34, 5]. Such devel-
opments emphasize measuring the success of a system by its superior pre-
dictive accuracy over others. For instance, many research studies state the
supremacy of their method by outperforming others in contention, piling up
on complexity, and focusing less on human influence, factors, or needs [24].
However, with widespread AI applications in user domains, the accuracy-
oriented metric is exposed to challenges of AI adoption and acceptance in
various stakeholder contexts, for instance, in cases where users need to un-
derstand or contest the decision made by the system.

Growing demand for intelligent systems (those fed on huge data or com-
putation) in numerous domains leads to complex AI systems (such as deep
neural networks with billions of parameters). Complex AI systems are re-
ferred to as “black boxes” that obfuscate the transparency of their decisions,
concealing their internal working from the user [35]. Tracing how a system
learns and makes decisions becomes challenging with rising complexity [36].
Oftentimes, it is difficult to trace how a gigantic deep neural network works,
inhibiting the overall understanding of how it makes decisions. Consequently,
such systems have raised many ethical questions, making it difficult to apply
algorithmic decisions to the high-stake fields in real-world scenarios, where
tracing is imperative [35]. For example, this could happen in various con-
testable AI applications such as medicine, law, finance, security, etc., where
the rationale for decisions made by the system is important for end-users.
Traceability and contestability approaches try to curb a lack of understand-
ing about decisions for their users. For instance, in medical domains, experts
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often make decisions with causal inference, thus requiring far more informa-
tion to support their diagnosis [37, 38]. As described in Plass et al. [38],
understanding and rationalizing decision-making in medical diagnosis [39]
necessitates utilizing additional information. For instance, a clinician with
years of experience and knowledge considers several factors before diagnosing
a medical case. These factors may include initial assessments derived from
patient data, medical history, and/or physical examinations. Incorporating
such complementary information enables clinicians to causally support or re-
fute the decision path for the diagnosis [38, 39]. Consequently, the demand for
methods that render AI systems more transparent and interpretable, thereby
justifying their decisions with complementary or explanatory information,
grows.

2.1. Explainable AI (XAI)

Explainable AI (XAI) [40], in a nutshell, helps users understand how an
AI system makes a decision [41]. XAI encounters opaque AI systems with
explanations and traceability for the decisions made by those. Explainabil-
ity of AI systems has been explored in several dimensions, however, there
are two widely accepted strategies across studies [40, 21]. The bifurcation
between these two strategies is obvious where one advocates using trans-
parent/traceable models (i.e., direct interpretations, like rule-based models)
while the other focuses on enhancing the interpretations of opaque models
[42]. The former leads to simpler and more acceptable models, however,
the performance of such models also degrades in complex settings. Opaque
models have complex learning architectures, leading to better performance
compared to simpler models, yet their interpretation is always a concern
[42, 36, 22]. Therefore, the latter strategy (i.e., Post-hoc explainability) aims
to enhance explanations of such opaque AI models [42]. Such models often
utilize output tracing, for instance, by input perturbation to observe how the
models’ outcomes change or to understand the internal working of models
by their stakeholders [43]. However, for an end-user, such explanations or
traces are still very complicated to understand concretely.

XAI, being at the forefront of making complex AI systems more accept-
able, has made substantial developments to augment the user understanding
of how AI systems make decisions [21]. Although there are countless calls
for XAI, there is still a substantial lacuna in research for studying the effi-
cacy of the users in understanding and interacting with AI systems [22, 44].
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XAI has made many inroads in making AI systems more acceptable, how-
ever, with AI systems having increased real-world implications and user in-
tegration, XAI does not suffice every purpose. In addition, evaluating XAI
approaches with different usage contexts is still in its infancy with several at-
tempts to make user involvement effective and adaptive, addressing human
factors ranging from expertise to cognitive understanding [45, 46, 47, 48].
Evidence from several comprehensive studies [21, 49, 42] corroborates that
transparency and understanding of AI systems are fundamental to users.
However, many of these studies only enhance the interpretation behind the
decision-making of AI systems rather than focusing on how users interact
with such explanations. Recent work highlights the significance of varying
stakeholders’ contexts, including for the end-users, in XAI application de-
ployments [21, 42]. Also, different stakeholders will have different goals and
might have significantly different explainability needs altogether from the
same system [45]. Stakeholder involvement in system design (e.g., debug-
ging, evaluation, compliance, or experience) is important for effective usage
[46]. This involvement varies according to the stakeholders’ needs for the sys-
tem explanation. Therefore, the explanation mechanism should be adaptive
to usage contexts necessitating more active user involvement in the process.
Studies have utilized established frameworks (interview studies, surveys, etc.)
for eliciting users’ XAI needs [45, 46, 47, 49]. However, the current research
focus still neglects to examine how these systems integrate into established
processes thoroughly, and how these are adapted to varying contexts, yet
offering limited opportunities for interaction to end-users [50].

2.2. Human-AI Beyond Explainability

With the ever-increasing integration of AI into numerous domains, human
involvement and interaction with AI systems increase proportionally. This
necessitates an active user role with AI systems fostering better collaboration
and acceptance [23, 51]. Human-AI interaction is an area of development to
bridge the gap between AI and humans, stepping on the intersection of AI
and Human-Computer Interaction (HCI) [14]. The intersection, being highly
elastic, is an umbrella covering the sole human involvement in the process of
AI development (a.k.a. “humans-in-the-loop”) to empowering end-users as
co-creators of (“Interactive AI”) systems. Enhancing the role of humans is a
core principle in interactive AI, which is often mediated through some form
of collaboration [31]. However, the existing focus on AI performance often
overlooks the collaboration with users [52]. Utopian collaboration, although
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challenging to achieve, strengthens the expertise of both humans and AI
and overcomes their limitations [23]. For instance, users complement the AI
where it falls short and vice versa. However, several factors (such as human
expertise, fallibility, and socio-technical issues) inhibit the ideal collaboration
[53, 14]. Therefore, most collaborations, generally, restrict humans as data
providers and feedback agents to merely act as consumers of AI systems
[54, 55, 56].

Improper integration and collaboration may also undermine the benefits
of human-AI interaction [57, 15], necessitating the development of a well-
balanced interaction framework. Nevertheless, the inclusion of humans in the
loop has shown promising results toward improving decision-making, trust,
and acceptance of AI systems [58, 59]. Human-AI collaboration is always
influenced by factors such as user expertise, their trust in the system, and
the ability to have control over it [60], for instance when utilizing it to as-
sist decision-making [61]. Interaction can support assisting users rather than
replacing them [32, 33]. Hence, instead of making AI better than humans,
goals translate to expanding and supporting human creativity [11]. To con-
ceptualize interactivity, the essence of the human-centered approach positions
humans not merely as participants in the loop but places them at its very
core, for instance, by constructing AI systems with a central focus on users,
and inverting the conventional paradigm of humans adapting to the technol-
ogy [23]. This narrative is incontrovertible with the widespread penetration
of AI systems within human lives, calling for approaches and guidelines for
AI development and making humans the center of the design process [62].
Pioneering work with similar aspirations by Amershi et al. [28] and Xu et al.
[24] highlight the need for empowering end-users in AI systems. Big tech-
nology companies such as Google, Microsoft, and IBM [63, 25, 64] have also
defined guidelines for building AI systems from a user-centered perspective.
However, to what extent the current human-AI research and development
approaches can cater to this shift is still under-explored. Hence, more inter-
active explorations are needed to better understand human participation in
AI decision-making.

Summary. A critical research focus lies in identifying methods for ex-
planations and improving the adoption of opaque AI systems with different
stakeholders. We highlighted the limitations of user interaction and current
issues with the opaqueness (limited interpretation) of AI systems. XAI has
been the central pillar in making AI more transparent and interpretable for
users. XAI has made strides towards achieving this goal to an extent, many
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domains have far more integration of expert and non-expert users with the
AI systems, bringing countless human factors into play. XAI primarily deals
with the passive role of humans in the loop merely going beyond explanations.
Hence, the problem transcends beyond explainability, from contesting deci-
sions to adaptations, requiring effective human-AI interaction. The human-
AI interaction, beyond explainability, advocates for agency and an active
role in the co-creation of AI systems. Hence, it is critical to examine to what
extent the state-of-the-art has progressed in this aspect. Whether current
HCI practices sufficiently support developing interactive human-AI systems
and whether other practical interpretations are being explored. Hence, a
systematic literature evaluation [65], from the lens of human-AI interaction
is essential to establish state-of-the-art for current practices that foster user
agency and interactive adaptation/control of AI systems.

3. Methodology

In this section, we elaborate on the scope and evaluation criteria of our
literature review. We use a method-based developmental literature evalua-
tion [66, 67] to investigate the interactivity in AI systems. Fundamental to
systematic reviews, we utilize protocols for the assessment of the research
studies [68]. Protocols, being highly encouraged in literature research, en-
hance the quality of the evaluation process (e.g., to document the analysis
and ensure consistency). Preferred Reporting Items for Systematic Reviews
and Meta-Analyses (PRISMA) [69] is an effective methodological protocol
for document analysis and assessment. Therefore, with the PRISMA, we
followed a systematic and structured procedure to collect and evaluate re-
search papers for our study. With initial evaluation, we identified the rele-
vant keywords for search engine querying. Then, based on those keywords,
we collected a data set of primary studies [70, 71] and followed a snowballing
[72] procedure to enhance the data set. The following sections explain the
processes of protocol execution.

3.1. Inclusion and Exclusion Criteria

Before selecting our keywords, we ensured to collect as many relevant
articles as possible by formulating very open inclusion and exclusion criteria
encompassing studies in the human-AI interaction domain. As interaction
was the core focus of this research, we did not focus on purely technical or
algorithmic AI studies. Instead, our focus was to identify studies openly
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featuring interaction between humans and machines and analyze how those
interactions are perceived. Studies dealing with machine-to-machine interac-
tions were excluded, as our context remains only on the interactions between
machines and humans.

At a later stage, we enforced stricter inclusion and exclusion criteria,
only considering human-AI interaction studies if the interaction with the
user is explicit, intentional, and informed. By explicit we mean that
the interaction is obvious to the user and it will impact system functions. By
intentional we mean the user initiates the interaction (i.e., by exercising
agency) and remains in control of it, including the notion that the user
also understands the impact of their interaction and the functionality of the
system. By informed we mean that the user is aware of the interaction and
does not simply act passively as a data provider in the loop. In the scope
of our study, a system is not considered to have an effective interaction if it
lacks any one of these three aspects. For instance, if the system considers
users passively to infer their intent (e.g., inferring their interest in a given
product based on user activity) without explicit interaction and dialogue
with the user, the interaction is not considered to be explicit, intentional,
and informed. In another example, if a system does not allow the user to
understand its functionality, either intuitively or through explanations, the
interaction is not explicit or informed. Studies that only provide the user with
explanations without affording them the possibility of further interaction are
also put out of scope, since, in this case, the interaction is informed, but
neither explicit nor intentional.

To gather the literature on the subject, we performed an explanatory
search to select keywords from renowned libraries such as ACM, Springer,
Elsevier, and Science Direct. By screening venues closer to human-AI in-
teraction, we identified and finalized our search strings to query the search
engines. The following popular search terms are included in our representa-
tive search strategy.

• Explainable Artificial Intelligence, Explainable AI, XAI

• Contestable Artificial Intelligence, Contestable AI, ContestAI

• Collaborative Artificial Intelligence, Collaborative AI, CollabAI

• Hybrid Intelligence, Hybrid AI

• Interactive Artificial Intelligence, Interactive AI
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• Human-centered Artificial Intelligence, Human-centered AI, HCAI

• Interactive Machine Learning, Interactive ML, IML

Each search term identifies a different type of interactivity with the user.
Well-accomplished abbreviations such as XAI, AI, or ML were also embed-
ded where necessary. XAI, with a strong recent interest, grasps the current
mainstream level of explanations for users. Contestable AI allows the user to
object to a decision made by the system. Collaborative AI focuses on inte-
grating tasks between humans and AI by forming teams. Hybrid AI is more
of a mixed interaction and is close to collaborative AI. The next three terms
scout for the level of interactivity we truly want. Interactive AI/ML was ex-
pected to help us retrieve work with a similar focus. Finally, human-centered
AI links to works purely on user-centered AI design.

3.2. Search and Data Collection

For more unbiased results, we did not focus on any specific library to
search for our desired results. Based on search terms and the inclusion cri-
teria, we utilized Google Scholar [73] and Scopus [74] to identify research
material, as well as to ensure search diversity. Google Scholar, a widely
used scientific search engine, offers various search and filter options to get
unbiased and a wider range of articles. We scanned titles from thousands
of initial results to identify the primary collection. With a focus on finding
research papers, we excluded books, chapters, editorials, notes, erratum, and
letters. We included articles, conference papers, reviews, and short surveys
as they all include some level of detailed work and/or are peer-reviewed.
Also, we focused on recent studies and mainly identified/filtered (initial) re-
search studies after 2003 (only 6 known studies before that). Search results
were then collected from renowned libraries such as ACM Digital Library,
Springer Link, ScienceDirect, Taylor, and Francis, among other lesser-known
sources to reduce bias towards specific venues.

3.3. Study Eligibility Evaluation

We commenced the review process with an initial extraction of 268 rel-
evant studies. We removed a total of 13 articles that were not written in
English or were not retrievable. After the initial identification and selec-
tion of studies, three authors performed an eligibility criteria assessment
on the remaining 255 articles to choose representative studies, enforcing in-
clusion/exclusion criteria. The process followed a two-step approach: 1)
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evaluating studies based on title, venue, and abstract and 2) using full-text
versions of the papers that were closer to selection in Step 1. Initially, we
used a Google Sheet to code studies into different levels to specify how the
paper relates to human-AI interactions. To ensure the trustworthiness and
quality of the coding process, the third author then analyzed the coding of
the other two authors and solved issues of conflicts on classification. With an
intraclass correlation coefficient [75] of 0.94, there was a high agreement rate
and excellent reliability of the categorization between the authors. Pending
issues were discussed collectively to reach a consensus on the final classifica-
tion. This phase also ensured that we only considered papers where human
involvement is considered or anticipated.
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Figure 1: Outline of the step-by-step process followed to find, review, and assess studies.
We adapted the procedure from PRISMA [69], a widely recognized set of guidelines for
systematic reviews.

We employed five categories (levels 0 to 4), classifying studies into “Dupli-
cate or unusable”, “Purely (algorithmic)”, “Including user testing”, “Human-
in-the-loop (as data provider)”, and “User interaction” based on their rele-
vance to interactivity. Through this rigorous process, we eliminated most of
the studies that did not meet the inclusion criteria (i.e., user interaction) and
derived 39 primary studies for further analysis. The remaining articles lacked
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Table 1: Unique publications identified per search term and engine. After applying the
inclusion and exclusion criteria, we retained 39 primary studies out of 268. From these, we
retrieved an additional 15 unique studies using snowballing, resulting in 54 studies in total
selected for the survey. Most of the retained studies are from the Human-centered and
Collaborative AI fields, while all examined studies from the XAI were excluded as those
only focus on explainability without further interaction of the user with the AI system.

Search Term
Identified Studies Retained Studies

Scholar [73] Scopus [74] Total Primary Snowballing Total
XAI 31 27 58 0 0 0
Contestable AI 30 0 30 1 0 1
Collaborative AI 30 16 46 8 7 15
Interactive AI 30 20 50 6 0 6
Human-Centered AI 30 20 50 7 3 10
Interactive Machine Learning 23 0 23 13 3 16
Hybrid Intelligence 11 0 11 4 2 6
Total 185 83 268 39 15 54

at least one of the inclusion criteria as interaction being explicit, informed,
and intentional. The levels are explained as follows:

• Level 0: Any remaining duplicates or being off-topic from interactions.

• Level 1: Purely algorithmic AI. Lack of user inclusion with a focus on
the technical system aspects.

• Level 2: User merely as a receiver of information, e.g., which method
works best for the user without actively including the user.

• Level 3: User as a human-in-the-loop and (passive) data provider,
e.g., human labor is used for data preparation tasks.

• Level 4: Active and explicit interaction by the user beyond merely
providing data, e.g., providing feedback or modification to the system.

For the snowballing procedure, we were only interested in the articles
categorized as level 4. We completed a single iteration of both forward and
backward snowballing. We used Google Scholar to perform forward snow-
balling to identify papers that cited primary studies meeting the inclusion
criteria. The snowballing ensured that scattered interactive AI literature
was searched again with a different approach to reduce the risk of missing
relevant work. Snowballing iterations were subjected to the same eligibility
screening process, adding 15 studies to the existing 39. Figure 1 shows the
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Table 2: Representation of libraries and publishers to the included studies in the survey.
The majority of included studies are published and retrieved from ACM, Springer, and
AAAI. The selection also shows diversity and inclusion from other libraries.

Publication Venue Number of Papers Total Percentage
ACM 20 37.0%
SPRINGER 6 11.1%
AAAI 4 7.4%
TandF 3 5.6%
ELSEVIER 3 5.6%
IEEE Explore 2 3.7%
Others 16 29.6%
Total 54 100.0%

overview of the protocol for eligibility evaluation, while table 1 shows de-
scriptive statistics of representative studies identified and retained for each
term. XAI and Contestable AI contribute little due to the lack of studies
that directly measure interactivity with users (i.e., lacking explicit, informed,
and intentional interactions). Collaborative AI, Human-centered AI, and In-
teractive ML with 15, 10, and 16 articles, respectively, are the main focus
of the study. Interactive and Hybrid AI contribute equally, with 6 studies
each. Table 2 shows the source description (i.e., libraries databases) of se-
lected studies. Figure 2 shows the trend of included studies over the years,
with only two studies included in the survey before 2014. In almost all cate-
gories, around 75% of the papers have been published in the last five years.
The surge shows a growing interest in interactivity, the user experience, and
understanding perspectives of AI systems for user contexts.

3.4. Definitions and Terminology

Before analyzing the identified literature in detail, we review the existing
definitions and terminologies around the referenced concepts in the human-
AI literature [76, 35, 27]. Human-AI is defined as an integrated perspective of
technology, people, and policies [62]. The definition describes an intersection
of HCI and AI, putting more focus on humans, such as through user-centered
design that considers human factors rather than being technology-centered
[23, 14]. To focus on interactivity, approaches must strive for user-centered
aspects including agency, augmentation, and collaboration built into the de-
sign. These terms are often used in conjunction with interactive AI/ML, or
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Figure 2: Number of included studies per year fulfilling inclusion criteria. The increase in
human-AI publications in recent years is evident with a higher number of studies included
in the survey that were published after 2018.

in general, with human-centered AI. Explainability—as discussed in section
2, also closely links with the human-centered approach.

3.4.1. Interactivity and Agency

An AI system should form a suitable form of interaction with the target
stakeholders it directly affects. User interactions with AI can be classified
through the scale of interactivity they have with the system. For instance,
we need to ask how a user can interact with the AI system? what is the inter-
action method? or what is the purpose of interaction? to scale interactivity.
Interactivity can take several forms, such as explicit or implicit, leading to
consuming (passive) explanations, actively providing input/feedback on de-
cisions, and contesting or correcting system decisions altogether (agency).
The interaction with AI allows users to achieve goals in various ways. For
example, some systems allow interaction for feedback [77] while others allow
the agency to correct decisions [78]. Some systems allow implicit interaction
through gestures, natural language, or experience feedback [79, 80]. Through
explicit interaction, the user can directly feed the input or response to the
AI system. It can be achieved through interfaces or controls, for example,
by visually interacting with interface elements [77].

3.4.2. Augmentation and Control

Augmentation, often a paradox with automation [81], is the enhancement
of abilities to perceive or achieve a desired task using AI systems. Automa-
tion, including the one using AI, strives to achieve autonomy to do the task on
behalf of humans, taking control out of their hands. Human-AI approaches
advocate for building augmentative approaches that facilitate users rather
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than replacing them. Therefore, the control must remain with the user to
exercise it and the user is always informed or aware of it. Augmentation can
work both ways: 1) AI enables users to enhance their understanding of the
problem, and 2) human expertise improves the system’s performance. Aug-
mentation is also defined as how the collaboration is carried out in human-AI
design to reach the respective goals.

3.4.3. Human-centered Design

Human-computer interaction advocates for designing systems that match
human cognition and mental models. The human-centered design focuses on
making systems more acceptable and benevolent. The design of AI systems
that cater to human factors such as their mental models, satisfaction, and
expertise is considered human-centered, prioritizing user needs over algorith-
mic proficiency. Various guidelines are proposed that can be employed in
building human-centered design (i.e., by prioritizing user needs) [25, 63]. For
instance, design should include an explicit and informed understanding of the
AI systems, their functionalities, and their limitations to end-users. Human-
centered design can be attributed to an understanding of who the users are,
the tasks they perform, and the objectives they want to achieve. For in-
stance, many AI systems achieve this task by creating a better experience
for the users to match their needs with expectations [82].

4. Analysis of Dimensions

Building on the methodology, we utilized selective coding to capture re-
search attributes from the shortlisted studies. We iteratively connected in-
terrelated emerging patterns and analysis insights using a design thinking
approach [83]. The details of captured attributes and analysis insights (di-
mensions) are listed in table 3. Attributes were grouped in terms of users
(AI, domain, novice users), data modality (text, image, A/V, sensors), imple-
mentation (solution, prototype, theory), application area (health, business,
education, leisure), and study goals (user experience, transparency, inter-
activity, adaptation). Attributes such as interactivity, human involvement,
adaptations, and agency were reviewed cohesively. Figure 3 shows an over-
all summary of analysis dimensions and their sub-categorizations. Next, we
evaluated the identified dimensions against stated objectives and contribu-
tions related to interactive AI. We acknowledge the limitations of analysis as
being based on the information available in publications’ content.
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Figure 3: Categorization and overview of dimensions identified for the analysis. The major
dimensions include users, implementations (implementation details, application domains,
and data modalities), and goals (user experience, explainability, interaction, and active
modification) of AI. Dimensions are further granulated to evaluate studies in detail.

4.1. AI Users

Interaction is a driving factor in transforming traditional AI into user-
centered AI making the user dimension an essential parameter to gauge the
applicability of systems for a target audience. However, isolated AI applica-
tions that restrain user participation affect interactivity and user perception
about being part of the process. In interactivity studies, user testing and
participation is the central theme, however, it varies depending on the re-
cruitment methods, type of task, and the expertise of users. AI systems are
targeted at diverse user groups ranging from AI experts to novices. Various
factors, such as the type of application, participants’ availability, resources to
recruit, and the complexity of AI systems, affect the selection of user groups.
Hence, a clear profiling of target users is essential for human-machine inter-
actions before developing AI systems. Generally, users are grouped into three
categories, namely, practitioners, domain experts, and novices, based on their
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skills and knowledge. Practitioners are people who are experts in building
and using AI/ML systems, domain experts are the people who are experts in
the problem domain, and novices are users without much knowledge about
the AI concepts or problem domain.

Participants’ expertise is a concrete indicator of interactivity as it di-
rectly shows the stake of tasks involved. For example, a complex medical
application would require a skilled domain expert for effective system use.
Alternatively, a chatbot can have less knowledgeable users to test its efficacy
and prowess. The boundary to classify the targeted users intermixes of-
ten with varying tasks/needs, for instance, by combining user groups based
on the proximity of their usage personas, e.g., experts and domain users
put in the same group or domain experts and novices being in the same
group. Personas are an effective tool in human-AI interaction to identify and
differentiate between user groups and their needs (e.g., abilities and pref-
erences) to build unique experiences complementing stakeholders’ contexts
[119]. Personas are designed for specific user groups and their needs to in-
fluence interactions with systems. Figure 4 shows a distribution of studies
included in this survey according to reported user groups. Across categories,
29 (53%) studies provide generic adaptations of AI interactions for all user
groups. This also includes the studies where specifics of target users are
not reported. Excluding the studies with all types of users, 14 studies are
targeted at domain-expert users, while only 6 are specific to AI/ML experts.
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Figure 4: Selected studies target diverse user groups. Most interactive studies are targeted
towards expert (AI and domain) users while many studies published under collaborative
and human-centered AI do not specifically identify the target user group.

Evaluating these patterns, we can assume that user testing is essential
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for effective user integration with AI systems. We observe that user testing
with actual (targeted) users is not widely practiced and often only involves
AI experts [120, 90, 121]. End-user involvement mediated by expert users
does not always portray how actual users might behave with the AI system.
This could be acceptable for an XAI system alluded to facilitate AI experts
but not for most stakeholders (end-users) [24, 28]. Domain experts or novices
often lack AI expertise and may require more interpretations. For instance,
Kuang et al. [61] and Ottoboni et al. [108] show that domain experts are
novices to AI while using it for their professional work. Sometimes, it is
necessary to understand how the AI works before putting it into practice
for task facilitation. Some work has focused on educating solely the novice
users who lack both domain and AI knowledge [100, 104, 110]. For example,
Mishra and Rzeszotarski [106] teach non-experts about AI and enable them
to reuse it for their work. However, studies largely focus on assisting users in
their tasks interactively without making them understand how the AI works.

Oppositely, user exclusion is a significant concern as it reduces human
control over systems. Nakao et al. [111] highlight user exclusion might lead
to monopolies of AI systems. They urge giving control back to users to bring
fairness and agency over AI for decision-making. Balancing user control and
system autonomy is pivotal, as human-in-the-loop learning is as good as the
end user input [55]. Yet, with knowledgeable users, the degree of control
can be enhanced to balance how the systems affect the users [77]. A more
practical example is depicted in a novice-user educational case study, Teach-
able Machine [101], which allows users to build and learn AI experimentally.
But as the domain gets complex, or end-users become less expert in AI, the
degree of interactivity gets lower. For instance, Cai et al. [95] showed that
providing more control to pathologists directly impacts acceptance, debating
for more accessible AI systems for end-users. Feng and McDonald [82] under-
line this sentiment in finding the challenges for practitioners while designing
ML applications. It is also an issue for domain-expert users, as they lack
significant knowledge about changing AI paradigms and developments.

Summary. We see numerous studies fail to properly include/test end-
users with AI systems. Some studies counteract it by including AI profes-
sionals as end-users, shifting the goal to largely achieving the task rather
than making users aware of AI work. However, this limits the agency and
control of the end-users who are being affected by the AI system in action.
Recently, studies have emphasized user inclusion in the loop weighing the
benefits of making AI more accessible. Yet, these studies (HCAI and collab-
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orative) are often too generic for user inclusiveness and spread out for diverse
and targeted user groups. Despite some evidence of empowering users, the
overall trend shows resistance toward making AI more open to end-users.

4.2. AI Implementations

Systems with concrete implementation details affect the end user behavior
and can be evaluated through the type of study, i.e., how it is designed to
show interactivity (i.e., the solution), the application area it targets, and
types of data it handles during the interaction. The study type usually but
not always affects other parameters such as interface types, learning methods,
user goals, and experiences. The following subsections summarize the themes
and directions in literature targeted at different AI implementations and data
modalities that affect interactivity with systems.

4.2.1. Implementation of the Solution

The level of (proposed) implementation is proportional to interactivity
in the system. The objective of evaluating the implementation of solutions
provides key insights to differentiate practical AI systems for specific con-
texts and proposals for general acceptability. For this purpose, we include
studies presenting an actual working system, theoretical solution, or proposal
(e.g., prototype) for user interactions in AI/ML systems. Figure 5 provides
an overview and distribution of studies according to the level of the active
solution implemented. We observed that 23 (43%) studies present some
form of system implementation or model for direct interaction with users
[102, 84, 101, 79, 94]. While some studies do not explicitly define a system to
interact directly with users but rather implicitly assume interactions in theo-
retical implementation [17, 33, 28, 51, 78] or provide proposals such as creat-
ing prototypes for testing out hypothesis [61, 104, 98, 106, 53, 111, 77, 116].
Interactive AI/ML applications substantiate their work by building proto-
types or interactive systems. However, many studies that advocate for col-
laborations still lag in actual system implementation.

Influential works, such as those by Shneiderman [23, 51], highlight ideal-
ized frameworks having high levels of human control and computer automa-
tion. The main direction of his work make use of human knowledge without
negating autonomy. Such solutions propose an idealized human-AI collabo-
ration, empowering people and promoting trustworthiness. Likewise, a pure
collaboration would rely heavily on users to teach the learners and correct
their decisions. However, overly relying on users to improve learning can
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Figure 5: A major portion of collaborative, human-centered, and hybrid AI studies still
lies in theoretical proposals of intended systems. Interactive implementations (IML, IAI)
are more developed in terms of the practical implementations of their solutions.

also backfire as it can limit the trust of the users in the system’s capabilities
[15]. Hence a more balanced or hybrid framework is desirable e.g., to balance
the AI computational limitations through human intelligence [96]. However,
these all are protean concepts when it comes to human-AI interaction that
require a substantial implementation to achieve it, which is lacking. For in-
stance, Huang and Rust [107] hypothesize classifying AI based on the type of
functions it performs and focus on high-level AI tasks. Their work draws as-
pirations from the biological spectrum, while the current AI is data-focused.
Therefore, idealized goals are not translated into real systems in most cases.

With more practical systems, collaborative expeditions have shown promis-
ing results. Agostinelli et al. [104] and Mruthyunjaya and Jankowski [98]
provide practical examples of achieving human-AI interaction through col-
laboration and achieving better user satisfaction. Modes of interaction also
play a role in defining the level of interaction. For instance, Kuang et al. [61]
show that users ask more questions through text-based input than voice-
based input. However, the implementation of this work is still performed
through a Wizard-of-Oz method to impersonate an AI agent. Alternatively,
Lee, Liang, and Yang [112] examined the role of textual input in examining
Language Models to inform interaction design. In terms of implementation,
Google’s Teachable Machine [101, 122] and What-If [123, 102] are far more
developed interactive ML/AI tools practically empowering users to interact
with AI systems, test their solutions, and use them subsequently. In terms
of other applications, a few examples explored virtual reality interactions,
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allowing users to create designs with interactive human-AI agents [85, 105].
Linking interactivity with XAI, Teso, and Kersting [78] highlight explana-
tory interactions, allowing users to constantly provide feedback on those and
explain the reasons behind making a decision.

4.2.2. Application Domain

User inclusion for target domains can provide indications and trends of
efforts in the type of tasks explored. Interactive AI application areas are very
diverse, hence, we combine those into major categories such as health, edu-
cation, business, and leisure. Figure 6 shows a collective overview of broader
application domains, with the majority being in educational or leisure cate-
gories. Around 33% of the studies show no specificity in applications, coin-
cidentally, around the same percentage of studies have theoretical solutions.
Observing the themes in the application domain, we postulate that human
interactivity is more tolerated in some areas than others. For instance, play-
ing around an insignificant decision (e.g., leisure activity) is not equivalent
to a consequential one (e.g., medicine, fairness). This signifies limitations in
the capacity of current interactivity in handling uncertainties that users can
bring in high-stake tasks. In our evaluation, only a handful of studies (4 out
of 54) are applied in a high-impact application area (e.g., medicine). Out of
the studies explicitly providing the target application domain, around 33%
(10 out of 30) were found in education/training while around 23% (7 out of
30) in leisure activities (sports, arts, design), respectively corroborating the
tolerance effect.

We see the main motives of the applications are establishing interaction
and providing open-ended suggestions to users to make informed decisions
[55, 98, 109, 97, 99]. Looking into high-stake applications such as health, Cai
et al. [95] focused on empowering pathologists to search existing images, a
common practice in medicine, to aid in the diagnosis of diseases. Ottoboni
et al. [108] defined a more interactive approach to investigating patients
with brain injuries. Despite being applications of the same field, one focuses
on improving diagnostic performance while the other focuses on interactiv-
ity to improve the quality of life for both patient and caregiver. Chiang
et al. [118] tested their work in a high-stake domain (fairness), but users
were recruited from online platforms, not simulating the real-world scenario,
which is a widespread concern. Their work compares groups and individuals
in human-AI collaborative recidivism risk assessment. They conclude that
groups relying on AI models are more confident when overturning incorrect
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Figure 6: A substantial number of studies do not specify the target application domain
(lacking implementation also does not convey much about the application domain). Im-
plementations are also scarce in high-stakes domains such as healthcare, with most imple-
mented solutions targeting education, leisure, and other low-stake domains.

AI recommendations, making fairer decisions, and giving AI more credit for
correct decisions. Overall, the high-stake domains are highly under-explored
in interactive AI endeavors.

4.2.3. Modalities of Data

Data modalities impact interaction types (e.g., prompt vs graphical) and
user satisfaction with AI systems. For this purpose, we analyzed studies
based on the inclusion of data types to evaluate their characteristics. Fol-
lowing data classifications from the literature, we categorized studies based
on data modalities (e.g., text, image, audio/video, and AR/VR/sensory) as
shown in figure 7. Textual data is a common interaction mode in the major-
ity of studies (around 33%) for tasks such as in natural language processing
systems. This is prevalent across AI categories including collaborative or
interactive works. Image and audio/video (time-based sequential data) data
are also commonly used in signal processing or vision systems with the main
theme of recognition and classification. Some studies employ a combination
of these data types or embed other types as well.

Combined with the applications, textual data is commonly used in con-
versational interfaces such as in chatbots e.g., in educational/training set-
tings [104, 110, 115]. These interactions mainly facilitate student learning
through exploration rather than directly providing solutions to the questions.
Conversational approaches are also seen in robotic applications such as in
voice-based interactive educational robots [100] designed to perform human-
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Figure 7: Lacking implementation, many studies also lack insight into the data being
handled across categories except interactive machine learning. Text data is prevalent
across categories, with many applications targeted at conversational systems.

centered interactions [98, 124, 79, 97, 85]. Some of these explorations require
gestures and AR/VR systems. For example, such interactions support build-
ing systems for the musicians facilitating them in creating and writing their
music through human-AI collaboration [86, 80]. Rising complexity, Cabitza
et al. [114] investigated human-AI collaboration in medical diagnosis, and
their participants provided diagnoses to the system in a written format. The
positive effects of combining various data modalities are highlighted in the lit-
erature. For instance, Kuang et al. [61] compared the impact of textual and
audio prompts with AI assistants. Explanatory debugging by Kulesza et al.
[87] is another example of exploring approaches with data to show users how
the system makes the decision, and subsequently, users correct the system to
improve its learning process. We observed that interactive machine-learning
studies, being more practical, provide more specifics on the type of data being
handled. Fails and Olsen [84] set the foundational work of interactive ma-
chine learning, highlighting its dire need for end-users. With collaborative
AI expeditions, there are more opportunities to experiment with different
data modalities together. For instance, immersive experiences explored by
Xie et al. [93] and Urban Davis et al. [105] tackle complex forms of data
modalities. However, there are still limited explorations of multi-modal data
types other than text and image data for different applications.

Summary. Interactive AI has a range of theoretical to practical imple-
mentations in various low-to-high-stake application areas. Most collaborative
and hybrid AI applications are generic, focusing on broader perspectives of
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interaction and AI integration in society rather than implementing solutions
to test. Practical solutions mainly focus either on interactive teaching of the
underlying algorithm or improving user performance. Wherever the interac-
tivity is put into focus, studies aim to empower users in the decision-making
process facilitating their tasks. Likewise, diversity can also be observed in the
application domains. However, recent research focused more on the low-risk
areas (education, leisure, sports, etc.) than the higher-risk areas (healthcare,
fairness, security, etc.). In addition, many interactive AI studies lack an
explicit explanation of the types of data being handled/used. Most studies
are under-explored from the multi-modal data perspective which is a funda-
mental challenge in practical user contexts. Considering the lack of concrete
implementations, there lies a potential to grow interactive AI towards more
practical experimentation in high-risk areas. Across domains, HCAI and
IML offer more possibilities for concrete interactions. Within IML, several
approaches include the user in the machine learning process and various
methods (conversational, immersive, and parameter-based) focus on enhanc-
ing AI performance in the user domain.

4.3. AI Goals

AI studies are targeted at diverse baseline and secondary goals. To con-
textualize AI systems’ goals to our work, we consider user inclusion as a
way forward for being “human-centered”. Goals either involve users to im-
prove the user experience or allow active modifications to the system. On
broader levels, goals range from explainability to interactivity. Goals can be
identified from various types of AI functions such as providing predictions,
statistics, or guiding users. In practical studies, the goals are defined and
measured quantitatively by specifying details about participants, recruitment
methods, and other descriptive factors. Goal definition also depends upon
the target audience and task complexity. For instance, studies that employ
simple tasks that do not require significant domain knowledge often have
more users compared to studies with complex and domain-specific tasks, as
it gets difficult to acquire many people with domain-specific skills and AI
expertise. The recruitment methods also vary, as the nature of the task is
less complex, more studies use crowdsourcing or other online recruitment
methods to test their applications. However, not all studies in our analysis
include users directly for testing their solutions, which is a substantial barrier
to making interactivity prevalent. The following sections will dig more into

27



the goals of AI systems ranging from improving user experience to user-led
system modifications.

4.3.1. User Experience

Despite not all papers tackling user testing or experience in their research,
user interaction is a central goal. However, some studies focus primarily on
enhancing user experience with specific or generic AI systems, for instance,
to evaluate the user behavior with the system or to provide better interaction
against a defined set of usability guidelines, heuristics, and models. Figure
8 shows the goals of the systems in terms of focusing on the user experi-
ence. Comprehensively, 39 (72%) studies (implicitly) advocate for improving
user experience with AI systems with underlying goals. The majority of
the studies treat user experience as an essential element for system accept-
ability. As we highlighted earlier, users are the core of the human-AI loop
that enhances interaction [51]. Fundamentally, this concept revolves around
enhancing collaboration and striving for a more supportive and tool-like ar-
chitecture. Despite the obvious benefits, improving user experience comes
secondary to creating a collaborative experience firsthand for both human
and AI agents. For example, Stefik [48] discussed cognitive roots and re-
quirements for collaborative AI, going through rigorous evaluation to build
effective collaboration. This work highlights principles for generating smooth
experiences between AI and humans by minimizing mental gaps. Some stud-
ies [24, 79] provide guidelines on improving user interaction, highlighting
underlying goals such as improving user experience. Guidelines often explic-
itly focus on improving experience while the user interacts with the system
[25].

User experience has been itself in a broad spectrum of HCI studies and
is widely studied across technologies. Improving user experience makes AI
systems more accessible to end users and aligns systems with human cognitive
abilities. Improving user experience with new technologies that encompass
AI is even more important. These technologies can include implementations
in different realities, experiences, and interaction methods. For instance, an
immersive application [93] is a typical example that falls under this umbrella.
Despite focusing on other tasks, user interaction should also improve the
users’ immersive experiences. Likewise, with an increased infusion of AI into
different technologies, exploring user experience is becoming more relevant,
for instance, to support AI design (e.g., even to understand user needs), or
to guide users to achieve their tasks with AI effectively. Guiding users and
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Figure 8: User experience is central to Human-centered studies across categories. A large
proportion of studies tackle user experience as their main or major quest.

providing explanations is an effective guideline for user experience [25]. Work
from Teso and Kersting [78] which primarily focuses on explanatory system
modification by users, shows improving user experience can also help users
build trust. The study also shows interactivity with explanations, allowing
users to constantly provide feedback and explain the reasons behind making
a decision. Understandably, user experience takes the central goal in such
applications where AI is prominently used in technologies in which users have
limited experience. Therefore, improving the understanding of such systems
is a major design guideline for user experience [25].

4.3.2. Transparency and XAI

Transparency is the ability of an AI system to be apparent and traceable
in its functionality. Transparency underscores the system’s adoption and us-
age across many domains. However, many current implementations of AI
systems are opaque to end-users. XAI efforts have increased the explainabil-
ity of new implementations, however, many still fail to replicate transparency
in the end-user domain. XAI is central to supporting trust, acceptance, and
satisfaction with the end users that directly impact the system adoption
(e.g., by helping users understand system mechanics) [125, 28]. Understand-
ing mechanics facilitates the user’s mental model by alleviating algorithmic
complexities. Oppositely, lack of transparency and control decreases trust
and user satisfaction with the end-users [95, 126]. Figure 9 shows the preva-
lence of opaque AI applications spread across all domains calling for a need
for more transparent methods. Our analysis shows that around 11% of the
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studies seem to work with transparent AI, while the majority of the remain-
ing studies do not specify the transparency of systems. We saw consider-
able research into XAI, but in practice mainly systems contained black-box
implementations. Recently, various applications of more transparent and
interpretable methods have been discussed [104, 125, 87, 28]. However, the
implementation methods are still lagging in revealing the benefits of openness
and increasing the transparency of AI systems.
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Figure 9: Despite the calls for transparency and explainability for AI models. Opaque
AI is widespread across all categories, including interactive and collaborative AI. Only
a small number of studies on interactive machine learning and collaborative AI provide
explainability built into interactions.

Some studies [92, 104, 127] consider transparency as an inherent goal to
achieve user trust and acceptance. Still, these are very limited explorations
across the vast majority of opaque applications. As our background work
shows, perturbing input to observe how the internal system works is a com-
mon method in explaining AI behavior, which itself is not generalizable for
different user groups (e.g., novices or domain experts) [102]. Some applica-
tions specifically target transparency to showcase its benefits. For example,
explanatory tools provided by Wexler et al. [102] and Cai et al. [95] have
a central goal of discovering the workings of algorithms without providing
an explicit explanation. Teso and Kersting [78] highlighted that greater in-
teractivity is one key approach being explored to promote transparency and
human oversight over AI systems. Patel and Bhalodiya [79] sufficed to build
explanation specifications but failed to provide an interaction method such
as using a natural language to experiment with the system.

Regardless of the goal, transparency needs highly vary from one use case
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to another (e..g, varying stakeholders’ contexts). For instance, expert doc-
tors often make a medical diagnosis without explicit rules, utilizing knowl-
edge from implicitly gained experience. The implicit experience would be
beneficial for making inferences, yet there would not be a need for over-
explaining minor observations during the decision-making process. Likewise,
the same approach can be applied to AI to make approximate solutions (or
transparency) for complex problems rather than perfect solutions for sim-
ple problems. However, while applying the same principle, applications may
have to decide on defining complexities and simple observations. Using sim-
pler models would not require defining processes for transparency, however,
those do not perform well and complex models are harder to interpret. How-
ever, simpler models have more subjective control due to hand-engineered
features that may become difficult to interpret [90]. Therefore, the goal of
transparency can be subjected to the complexity of the problem [88, 128].
Also, there could be varying levels of transparency and openness depending
on the needs of the users/stakeholders. For instance, having explanations of
system behavior (e.g., how the system works and how the decision is made)
necessitates that the stakeholder is made aware of system capabilities and
limitations, which, to an extent, could also improve the user trust [129]. We
see that interactive machine-learning approaches allow more user integra-
tion to improve transparency and trust. For instance, by allowing direct
interaction with the model, providing feedback, or by changing parameters
to observe its performance. Feedback allows users to interact with the AI
systems more openly and resonates closely with user expectations.

4.3.3. Interactivity

With the increased penetration of AI into user domains, our focus expands
beyond explainability. However, limited studies exploit the true interactivity
that considers users beyond explanations and experience with AI systems.
Figure 10 shows interactivity is considered to be part of most AI systems
when it comes to allowing users to interact with the system. Many stud-
ies specifically focus on increasing the interactivity for task completion and
automating interactions. However, the number of studies that allow interac-
tivity to interact with underlying systems is very limited. The main principle
that interactivity tries to alleviate is the active integration of humans and AI
to form teams complementing each other for joint-action tasks [23]. These
concepts are earlier explored through a perspective of hybrid intelligence or
collaborative AI [89, 96, 103, 113, 91] to combine efforts of both humans
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and computers for better collaboration. Collaborative foundations equip AI
systems with access to human intelligence and explore their reasoning ca-
pabilities. In terms of practical works, most studies [17, 115, 114, 104, 82]
designed assistive tools to automate user tasks. For instance, Chiang et al.
[118] used a conversational collaborative tool to make decisions in criminal
applications. They show that users who interact more with AI are likely
to make good decisions, use their intelligence, and give credit to AI where
needed. A much more interactive example is created by Maiden et al. [115]
to provide solutions to user-generated prompts. However, beyond interactiv-
ity, these studies show limited functionality for users except for assisting in
doing some tasks.
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Figure 10: Interactivity is considered central for most of the studies. However, some
studies are limited to simple/restricted interactions. Interactivity is prevalent for IML,
collaborative, interactive, and human-centered AI.

Expanding on the same horizon, interactive AI’s primary objective is to
maintain user interactions with the system. The secondary goal make users
part of the process, thereby, improving and adapting AI systems. Such exam-
ples are seen in the interactive ML domain where users lead the AI systems
and make corrections when necessary [84, 77, 101, 116]. The interactivity
allows rapid feedback, parameter-based adaptation, and correction of under-
lying models. For instance, a viable tool developed by Google, Teachable
Machine [101, 122], empowers users to take interactive control of AI system
development. Beyond mere interactions with AI systems, only a handful of
studies [107, 98, 88] allowed interactive adaptations underscoring the true
essence of human-AI collaboration. Practically, Holzinger et al. [88] allowed
a more direct interaction for users, for instance, in a case, to adapt the Ant
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Colony Algorithm [130] to use a desirable path (e.g., deemed by the user)
in an attempt to solve the Traveling Salesperson Problem [131]. Alterna-
tively, an indirect approach by Mruthyunjaya and Jankowski [98] considers
interactivity with users when the AI is uncertain about its decision. These
approaches report the positive influence of including the user in the process
and allowing them to make alterations. However, the prevalence and com-
plexity of the domains these studies handle are not very diverse. To be a
more active part of the loop, a user needs to interact with the AI mechanics.

4.3.4. Algorithm Modification

A critical goal of the interaction is the integration of AI around humans
as highlighted in research [51, 77]. However, the literature evaluation shows
that there is little research that is user-centered or allows access to the un-
derlying models. Figure 11 shows a distribution of studies concerning the
level of active modification with the AI systems. In this case, most studies
lack active user involvement down to the model/algorithm level, with only
marginal (5%) studies allowing active modification to users. One of the sev-
eral factors that inhibit active modification is the lack of (or the level of)
practical implementations. Other factors include but are not limited to a
lack of user expertise, stake in the task involved, implementation hurdles, or
human bias [95, 79, 108, 112]. For instance, Cai et al. [95] highlight sub-
jective interpretation could lead to bias, and making the underlying model
adaptable by end users could lead to incorrect decisions.
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Figure 11: Interactivity has become central to practical AI implementations. However,
it is mostly restrained to either interactions or feedback, while only a small number of
studies allow users to participate actively beyond feedback.
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The maturity of the implementation is also attributed to some form of
feedback or (passive) modification to the system. For instance, most interac-
tive ML works [82, 77, 78, 116] have some form of feedback mechanism and
potentially some active modification. Overall, the majority of IML works
allow modification through parameter feedback. In terms of actual active
algorithm modification, Nakao et al. [111] present a prototype for end-users
to fix potential fairness through algorithm adjustments. Their prototype al-
lows to make feedback to improve the algorithm and make suggestions by
changing the attribute weights. Doncieux et al. [109] also allow active mod-
ification through verbal and non-verbal interaction. In a different approach
for IML, users could train the algorithm on a parameter level through In-
teractive Machine Teaching [77], Explanatory IML [78], or experiment with
fairness [111, 118]. Explanatory IML [78] shows an increase in system learn-
ing performance to correct mistakes twice as efficiently compared to users
using a traditional learning system. For interactive VR experiences, Xie et
al. [93] and Urban Davis et al. [105], report positive effects with the ability
they provided to their user to alter their surroundings. There are only a few
examples [94, 107, 109] beyond parameters-based feedback and alterations.
This is the point where the users actively engage in the process through
explicit, intentional, and informed alterations and decisions.

Summary. There are diverse goals when it comes to interaction with
the AI system. We classified these goals as improving user experience, trans-
parency, interactivity, and allowing active algorithm modification. User ex-
perience improvement is a central idea in current research with the majority
of studies focusing on user acceptance through enhancing the experience of
interaction. Likewise, transparency of the systems also improves user confi-
dence, satisfaction, and trust. However, we see that with current implemen-
tations, most of the studies present black box systems while only a few were
concerned with adapting the AI mechanics, mostly from the IML domain.
Hence, the interaction landscape calls for more user-inclusive, transparent,
user-controlled AI assistance. Even a simple/restricted user interaction is
enough for a feeling of agency, but more work on active modification should
be explored. With the growth in interactive AI applications, the possibilities
for diverse interaction for users are likely to grow substantially. Therefore,
the balance between autonomy and user control is critical for futuristic hu-
man AI research.
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5. Discussion and Directions

The literature exploration shows the breadth and depth of human-AI re-
search, particularly focusing on the constraints of current approaches that
go beyond explainability. Our work makes critical contributions guiding re-
searchers to understand the state-of-the-art, find relevant work in human-AI
interaction, and pursue further research. We detailed the measures and di-
mensions employed in the literature to support findings empirically. The
main objectives of current research are depicted through enhancing user ex-
perience, accommodating non-AI experts, and creating interactive, and ap-
proachable mechanisms to reduce barriers between the AI and its users. The
current state-of-the-art is slowly progressing towards a more user-centered
and interactive approach overcoming the traditional challenges of autonomy.
Further, we discuss the current landscape in practical human-AI studies and
provide key considerations in the form of questions to encourage researchers
to ponder during their research and/or implementation.

5.1. Purpose of Interactive AI

A fundamental goal of interactivity focuses on building AI around users
to facilitate their needs and improve automation. This goal has a profound
impact on end-users/stakeholders in the development and integration of sys-
tems in any domain. For end-users, augmentation with the system could
be the top priority to collaborate with the AI effectively, while the business
stakeholders may value automation to minimize human interruption to com-
plete tasks, causing a paradox [81]. The user-centered approach necessitates
providing significant control of the process to the user, and the AI does the
heavy lifting of automating the process [23, 51]. But why does the AI system
allow the user to interact with it, why the interaction has become consequen-
tial with the growth of the AI industry in human spheres, and what purpose
the interaction can serve as compared to complete isolated automation? In
a nutshell, the question boils down to asking, who is the ultimate decision-
maker as AI technology advances? Human-AI interactivity advocates for
user empowerment or user-centered design allowing to actively participate
and contest in decision-making. From the development perspective, it al-
lows systems to capture real-time feedback and make adaptations. This is
merely a starting agenda that the human-AI systems should consider to im-
prove human-AI collaboration and augmentation, and how these affect the
interactivity in AI systems.
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5.1.1. Collaboration

One purpose of interactivity is to take the benefits of expertise possessed
by humans in domain-specific or even general intelligence tasks. Human-AI
collaboration forms interdependent relationships where AI or users complete
the task they are good at, and at the same time, complement the other.
The notion of AI replacing human tasks is rife for many users and contexts.
However, the majority of implementations aim at improving the user tasks
rather than doing tasks by themselves. The interaction is crucial to improve
the performance of the AI system, which can in return improve task per-
formance for the user. Experience through evaluated studies depicts that
collaboration is an effective approach moving forward [89, 103]. Secondly,
the problems that are caused by the complexities of AI may not be solved
by applying more AI. For instance, it could lead to more algorithmic bias in
already isolated algorithmic experiments. Rather, the role of AI with users
should be more cooperative and collaborative to achieve better performance.

The objective for AI systems to interact with humans is to gain more
knowledge, gather feedback on their performance, and possibly correct wrong
decisions [98, 17, 101]. However, how AI and users cooperate and what forms
of interactions are achievable is a substantial challenge. With an increased
AI embarking on personal and professional lives, the true spirit of providing
control to users favors the AI itself to be more acceptable and trustworthy.
Research into establishing collaboration and cooperation to form psychologi-
cal trust is crucial. Communication and interaction are generally considered
effective for forming connections between parties. Hence, the interactive ele-
ment is vital in gaining more acceptability, trust, and AI adoption in various
domains [82, 77, 95]. Therefore, rather than pursuing expert-level human
performance, collaboration efforts should focus on how a system can support
and enhance human activities (e.g., creativity) [11]. By doing so, both AI
and humans can augment each other by improving the capabilities of each
other [109, 132, 53]. But, the focus should rely more on human augmentation
rather than system dominance. Having defined that goal, open questions re-
volve around identifying the correct context, the level, and the benefits of
interactivity as being excessively interactive also inhibits acceptance [15].

5.1.2. Augmentation

As we stated earlier, the focus of the development may lie in either aug-
menting the users or the components of the AI systems, for instance, to
improve the system (through users) or facilitate the users (through AI). Fa-
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cilitating users to achieve their tasks i.e., augmenting the users to improve
task performance, is one of the main AI goals [133, 95, 107, 57]. The ideal
objective of interactivity, at least with current advances, should be on alle-
viating human difficulties in achieving tasks through AI, thereby, making it
more like any other computer tool [23]. In its essence, AI is not like any other
tools we had before, therefore, studies should focus on a practical human-AI
loop. Balancing the AI and human needs is essential to remove unwanted
human feedback and perceptions [15], for instance, through formal specifica-
tions to avoid human input errors to the best extent. Augmentative goals
can also be identified from the theoretical solutions to put more effort into
implementation to identify user intent. Users want more control, requiring
more fine-grained interactive specification tools, cooperating in their prefer-
ence to be the initiator of critical actions and avoid interruptions as they
formulate their intent [53].

To reduce human errors, attempts can be made to minimize their un-
wanted interference in the AI loop [24]. For instance, Mruthyunjaya and
Jankowski [98] use a strongly system-centered approach, only allowing hu-
mans to intervene when according to the AI, it does not have confidence
in its decision. Still, even narrowly, the augmentation relies on the human
operator, and deciding that balance is more crucial than ever before [107]. It
is also essential for an AI system to augment itself through users. Without
the feedback, it is challenging to improve the efficacy of complex AI systems
in the user domain. For instance, if the AI system does not augment human
tasks, how would it be able to learn from it? Even if the training has taken
place, do we consider that human knowledge has come to stand still or is
it a continuous phenomenon? This leads to fundamental questions that are
beyond the context of this study about the evolution of human intelligence
to create new knowledge.

5.2. Interactive AI in Practice

While the AI hegemony persists, human-centered approaches also need
to adapt to map diverse and new endeavors of interactions. Research has
focused on user involvement abstractly for general acceptability and adapt-
ability with humans in utopian or futuristic scenarios. The current land-
scape, still minimally, is directed towards human-centered AI by advocating
for more open and transparent approaches. However, with widespread soci-
etal implications, interaction is the ultimate solution and explanations are
merely a starting point. Even where the user aspects are considered, most
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work relies on the evaluation of the system curated by AI experts. The actual
users are mostly limited to providing feedback to the developed system with
little degree of control. Mostly, the feedback does not affect the AI system
but rather is stored somewhere for the information of AI experts for improv-
ing the system in the next iteration. Interaction design should incorporate
feedback to allow user-centered system improvement.

5.2.1. Human-AI Guidelines

Recent approaches advocate for building AI from a user perspective. For
instance, various studies and tech giants have outlined guidelines for building
AI systems that value user needs [25, 72, 63]. Valuing AI needs necessitates
identifying user needs first, yet most studies emphasize harnessing data rather
than user expertise [134]. In practice, interactive AI has shown a potential to
alleviate acceptance barriers and augment users/AI systems [78, 104]. There-
fore, it is essential to understand who the user is and whether it is beneficial
for both the user and the AI to form an interaction. Not all users would
require the interaction to be of importance, and not all the users would be
useful to be part of the interactivity due to the complexity they bring [55, 89].
An important question for designers is to conduct user evaluation for form-
ing effective interactions with AI by defining/following guidelines. Analysis
of users’ knowledge about AI is also critical for effective interaction. Our
analysis corroborates that domain experts are more beneficial to be included
in the loop as compared to AI experts and novices for system improvement
[120]. However, our inclination towards this claim could be due to the preva-
lence of studies targeted to fit the needs of specific tasks for domain experts.
Hence, there is a constant need to explore the role of the users with spe-
cific/generic AI applications. Interactive ML applications have progressed
more in contextual settings, allowing users to make direct interactions with
systems. These implementations are merely existential tools that support
user tasks with ML integration underpinning broader objectives of AI. This
is how we see the current AI research progressing, and perhaps, in practice,
using AI may become any other automation tool in the future. Still, the
broad questions remain unanswered about making AI (even as a tool) more
acceptable and controllable by the users.

5.2.2. Technical Challenges

Another important question is to examine the technologies and tools avail-
able to allow interaction in real implementations. Whether the current imple-
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mentation methods capable of handling interactions at scale the complexity of
the models have gone? Our analysis showed a wide range of implementation
endeavors, as some are theoretical solutions and do not cater to the techni-
calities required to make the interaction possible. We observe that there is
a trade-off between the stake of the task and the interactivity level (i.e., the
high-stake tasks have low interactions and vice versa). There are technical
challenges currently that inhibit the direct adoption of AI systems to user
contexts [113]. Research in interactive AI requires multi-disciplinary concepts
and technicalities to be stitched together to form a cohesive user experience.
Such interactions are hard to achieve and pose challenges to achieving more
human-centered implementations. Most applications are found in assistive
tasks such as training/assisting, and with the widespread emergence of lan-
guage models, a large section of work boiled down to interactive AI assistants.
The general AI implementation follows complex training and optimizing cy-
cles over a large amount of data. It is inquisitive to investigate how to cater
to the interactive integration of users into deployed AI systems and how
technologies can support quick model adaptations with obvious challenges.

5.3. AI and User Agency

Interactivity is essential for users to exercise agency with the AI systems in
an otherwise stale influence. AI studies have been predominantly focused on
autonomous control of systems for improved efficiency and decision-making.
Human input is considered to improve AI systems through experience en-
hancement, task automation, feedback, and prompt correction, overall im-
proving user engagement. However, the prevalence of such agencies is mini-
mal, as most traditional AI research focuses on building large and complex
systems in isolation and having autonomous control. Additionally, the com-
plexity also creates barriers for user agency as complex models are difficult
to interact with. As compared to applications of the recent past, trends
show higher interaction, having extended agency for users to interact with
the AI system, its output, and the means to reach the goals. With increas-
ing possibilities of practical implementations and the benefits of building AI
through interactive ways, for instance, IML studies are slightly influencing
the user agency for algorithm modification. User agency, contextually, means
that the user is actively allowed to modify the mechanics of the AI system,
which is often lacking. Human agency is desired in wide contexts, especially
in high-stake domains such as health, legal, privacy, etc. However, as the
domain gets complex, studies rely more on automation than human agency,

39



which is not ideal for futuristic human-AI interaction research. Enhancing
agency is pivotal for the critical evaluation of AI systems by experts in the
field. We see this as a way forward for the enhancement of the interaction re-
search where more interactive systems are built, allowing higher user agency.
However, there are still many factors to consider for optimizing the balance
between autonomy and user control.

Research does demonstrate the benefits of active user alterations to al-
gorithms [135, 18, 136]. As an example, Auernhammer [62] discusses the
humanistic design research for future AI in a theoretical manner. Even if it
is being perceived in true essence, some solutions are envisioned in more than
theoretical proposals. Offering users the possibility to correct an algorithm’s
output, even if only slightly, could be enough to increase the likelihood of
using the possibly imperfect algorithm. We could consider simply updating a
parameter or correcting an output enough for the average end user. However,
it is essential to investigate whether active modification of the algorithm is
necessary. Also, does providing feedback suffice the purpose in most cases, or
is it imperative for users to have control over the interactive experience? In
the practical implementations, we see current practices at least allow users
to interact and provide feedback even after the system is deployed. Again,
a recent trend corroborates user inclusion in AI development and evolution,
yet access to the underlying models is still a far-fetched goal.

5.4. Interfacing AI

Considering the similar directions of solutions and implementations, stud-
ies explored interactivity through various forms of interfaces such as textual
(conversational), graphical (manipulation, creation), sensory (robotic), and
AR/VR interactions. The application interfaces in AI can be diverse ranging
from simple text prompts to automated AR/VR experiences requiring more
practical contexts. Combining multiple types of interfaces to enhance user
interactions and provide better experiences is also a choice. Active interac-
tion with AI systems is still an under-explored area of research except for a
few tools in the interactive ML domain. Research on user experience shows
that AI implementations are significantly different than the normal web or
mobile applications from the past [82]. Even if the theoretical solutions are
materialized, there is a large gap that does not cover how these systems will
be used in practice for (actual) end users. Interfaces are generally designed
to match the goals that users want to achieve. With new experiences such
as AR/VR interfaces, which we categorize as a broad range of interactions
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captured through one or multiple sensors, user research becomes more im-
perative than ever. For example, using sensors to capture body movements,
robot instructions, etc. [93, 98, 109, 79] have different forms of interaction
than the usual screen interface.

Generally, interfaces are categorized into four dimensions, e.g., instructing
(teaching), conversing, exploring (evaluating), and manipulating (insights).
Conversing has been an established method of interaction with intelligent
systems built upon a perception of communicating with others through con-
versations [137]. Conversational interfaces give the perception of interactivity
through various forms as discussed in our analysis, for instance, text assis-
tants, interfacing with robots, and other sensory inputs. Conversing is a
dominant form of interaction throughout computer and AI research. It is
also prevalent in the current boom of Generative AI systems such as Large
Language Models (e.g., ChatGPT [6]). For conversational AI assistants, the
work of Kuang et al. [61] shows an abstract direction to be goal/task oriented
from a user perception lens. Yang, Oh, and Wang [100] show an example that
practically exhibits interaction with a large-language model. Conversational
interfaces are powerful tools and can also be used to impersonate experts.
For instance, marketing companies often employ chatbots to persuade people
to think they are interacting with an expert [138]. With more technical im-
plementations, we see the benefits of interactions through conversations with
AI systems. However, richer interactions require a shift in conversations from
text-based assistants to allow other forms of data.

Instructing methods are another form of interfacing where users or AI
systems take the role of instructor [101, 77]. Therefore, more usable inter-
faces like Teachable Machines [101] are highly appreciated and utilized by the
users. Exploring and manipulating interfaces are comparatively less explored
as these are richer forms of interaction and require more implementation ef-
fort. Interfaces allowing interaction through exploring and manipulating are
more common in the interactive machine learning domain, allowing richer
interactions with the users [87]. These interfaces can enable users to explore
AI systems about their predictions or manipulate parameters for feedback
or alterations. With interactive manipulation of the interface objects, users
can adapt the parameters of models visually and interact with the under-
lying models with ease [116, 84]. For example, to make predictions for the
given data and annotate images, subsequently providing details about these
actions. In addition, a human-AI interface also helps users understand ex-
planations to build causal inferences with the system [39]. For instance,
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interactivity (or feedback), often captured through interfaces, is essential to
fathom whether the user can understand AI output. This also serves as an
indicator for continuing the interaction, thereby, building system trust and
acceptance. Understandably, the interaction through some form of interface
heavily relies on the level of implementation of the solution. Without prac-
tical implementations, it would not be feasible to talk about the interfaces
and their capabilities. However, this does not undermine the significance of
theoretical contributions as they stand as foundations for experimentation.

5.5. Addressing HCAI challenges: current trends and gaps

The current research in AI strives to address the HCAI challenges by ad-
vocating more human involvement in AI development. The current research
emphasizes the significance of transparency and explainability for broader
user acceptance of AI systems, for instance, through advancing methods of
making models interpretable or focusing on traceable systems. Some studies
transcend beyond mere explanations as a medium of user trust and high-
light the benefits of direct and rapid feedback to AI systems, adapting the
AI mechanisms, and potentially correcting the AI systems. Users add value
to the human-AI loop but also bring many uncertainties. The current re-
search also focuses on improving user interactions with AI systems through
various methods to eliminate user errors. The idealized goal is envisioned
through effective collaboration where the user is the ultimate driver step-
ping out of the shadow of autonomous AI and being the front and center
of the human-AI loop. Newer developments must revolve around humans
to be more adaptable and acceptable in personal and professional spheres,
complementing human skills and expertise.

To be more human-inclusive, research must mature enough to allow com-
prehensive human interaction with AI systems. This demands user-centric
design to investigate how AI systems are designed with human factors in
mind from the start. For instance, AI system feedback and adaptations
have proved useful for general acceptability and trust. Some studies have
focused on the personalizing and customization of AI interactions. For ex-
ample, several recent IML studies have shown to alleviate user perception by
simplifying the AI systems through user-centered approaches [61, 77, 116].
Xu et al. [24] call for radical changes in the research agenda for HCAI to
make user-centered AI design approaches prevalent and endorsed more often
than before. HCI research objectives should be targeted in the direction of
Human-Centered AI to ensure AI systems enhance human capabilities. The
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diversity and complexity of AI systems warrant the designers of AI systems
to meet users’ needs [82]. AI systems have traditionally focused on special-
ized audiences (user groups), but with widespread penetration in human life,
the psychologies of interaction design need to consider the socio-technical
issues of users who are not experts with the AI systems. This can include
designing interface methods and the creation of natural language-based AI
systems that are easy for non-experts.

Inspired by the HCI research, designing interaction is essential for improv-
ing user experience with AI systems. Our analysis shows that studies have
focused on interactivity from various perspectives, such as user experience,
task facilitation, or user augmentation. Notably, research often does not fit
neatly into the defined dimensions and requires approximate mapping to the
closest landscapes. Interactivity pendulums between users’ understanding of
the AI to control it, e.g., to contest decisions, provide feedback, or modify
it. The most common form of interactivity allows users to complete their
tasks while at the same time improving the AI system. We have seen coun-
terexamples where over-interactivity threatens the user’s trust in AI systems.
User studies are central to design interactivity to augment the user or the
AI system. However, algorithmic transparency of the AI is another issue
in interactions. The development of AI systems first necessitates addressing
issues around transparency and explanations. Overall, modification of un-
derlying AI models is restrained to educational or experimental applications
with low-stakes tasks. Additionally, designers need to empower users with the
agency to control AI systems to align with their expectations. The research
aspires to move beyond explainability to explore more interactive forms of
interaction with AI systems for general acceptance. For instance, to design
systems that allow user engagement, collaborative decision-making, agency,
and adaptations to user needs. The need is to improve implementation at
a larger level for natural language understanding and integrate explainable
AI through interaction. While not all systems need an explanation, purely
deciding to make a system opaque as it is the current state of AI seems to
be an odd choice. To make progress, radical changes are needed to move
towards open systems that are more attuned to user needs and values. User
empowerment and improving the human-AI relationship are expected to be
a central theme in future explorations.
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5.6. Limitations and Future Directions

Our analysis and evaluation are subjected to some limitations. First,
the true essence of interactivity lies in “the involvement of users”. However,
considering the theoretical solutions in our definition of interactivity includes
studies that do not perform actual tests with user involvement. Hence, the
results of this work should be interpreted with more caution when com-
pared or reported with user-centered studies with participants. Second, the
scale could be a limiting factor as the field of AI is so diverse and chang-
ing rapidly. Hence, extracting only studies related to human-AI interaction
in the plethora of information extravaganza is difficult despite employing
comprehensive search and evaluation strategies. It remains plausible that
our search strategy might have missed some relevant studies, resulting in
insights that may be overlooked or affect this review. We acknowledge that
restrictive search queries found articles that only use the equivalent language.
To reduce this effect, we performed extensive snowballing to identify the rel-
evant studies through forward and backward searches. The search strategy
could have been enhanced with more keywords. On the contrary, most papers
showed an overlap in citations, which could indicate a proper saturation of
interactive AI literature. Lastly, this research is also constrained to temporal
scope (e.g., up to 2023), and the literature produced after that might affect
our synthesis.

Our objective lies in human-AI studies where users are allowed with in-
tentional, explicit, and informed interactions with the AI system. Although
this is an idealized case, current research merely proposes what is aspired as
a human-centered world i.e., humans at the center of the AI loop. Technical
advances in the interactive machine learning field operationalize this concept
where users can make intentional, informed, and explicit interactions with
the system. We argue that allowing balanced control on the adaptation of
AI systems to users is essential and could benefit the AI systems in the long
run. There is a high need to explore user agency to improve interactions
with the underlying mechanisms of AI. More research efforts can prove the
impact of balancing autonomy and user control (agency) in practice. Collab-
orative and hybrid approaches are targeted to balance out the best of both
worlds by combining intelligence from humans and AI, thereby, reporting
user-centered results. Hybrid intelligence seems to have a promising outlook
on the possibilities of human-centered AI and shared goals surrounding user
interactivity.
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Transparency has been a core principle and many studies have been ad-
vocating for much-needed traceable and explainable systems. However, we
still see that practical implementations are often opaque. Also, the inter-
pretability needs vary depending upon the role of the users with the sys-
tem. Limitations in practical applications also pose significant challenges
for transparency/XAI in identifying suitable AI output evaluation methods.
Without defined benchmarks for XAI, user evaluation methods are prone to
many knowledge gaps depending upon the varying explainability needs of
different users. Despite the arguments that not all AI systems require expla-
nations, questions about the ethical accountability of AI still stand valid. For
instance, establishing frameworks to measure user challenges in anticipating
the consequence of interactive AI modifications or tracing back the events
leading to the decisions. Research in high-stake domains such as healthcare,
justice, and security are prone to face the aforementioned risks if explanations
and transparent design are not built at their core. We see more efforts be-
ing made for explainability in practical settings, and the field can contribute
significantly to the overall adoption of AI. Future work should continue to
strive to loop AI around humans rather than the opposite. With the advent
of Generative AI, the complexity of models has exploded, making them more
complex than ever, thereby requiring more effort for interpretations behind
generated content. Future work could consider the opportunity to include
interactivity in Generative AI and explore the possibilities. With the grow-
ing popularity and new creative ways of using AI methods, new possibilities
for interactivity seem to arise. Therefore, future work can also explore the
effectiveness of appropriate interaction types for AI systems in different user
contexts.

6. Conclusion

AI systems are currently being applied across domains, resulting in in-
creasingly complex interactions between humans and AI. Fundamental con-
cerns arise among research, industrial, and societal stakeholders as a result
of these interactions, related to explainability, trust, acceptability, and adop-
tion of AI, among others. Despite these concerns, most current literature
on human-AI interaction, including surveys, focuses on the topic of explain-
ability, with the area of Explainable AI largely overshadowing other forms of
interaction. In this study, we systematically review the human-AI interaction
literature, shifting our focus to studies that extend beyond Explainable AI
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into the realm of Interactive AI, where user interaction with the AI system
is defined as being explicit, intentional, and informed. Our analysis iden-
tifies key patterns, gaps, and opportunities, across three main dimensions,
comprising AI users, implementations, and goals, each containing multiple
sub-dimensions. Our primary research contribution lies in pinpointing the
need for prioritizing the user’s role in the AI loop beyond explanations, ad-
vocating for active user interaction through feedback and/or co-creation (for
example, enabling the users to actively adapt and co-design the AI mechan-
ics).

Overall, our analysis reveals that recent works in human-AI interaction
beyond explanations partially consider human influence as part of the loop.
User involvement is not, at the moment, considered an impactful form of
interaction, and most research focuses on improving user experience in the
interaction with AI systems rather than facilitating more active forms of
user interaction and control. Indeed, addressing the challenges of inexperi-
enced AI users and creating more approachable AI is highly visible in cur-
rent research to make systems less intimidating for non-experts. Much of
contemporary research also focuses on highlighting the need for increased
interaction from a theoretical perspective, but practical evidence shows that
user-centered approaches are still under-explored. Our results also highlight
a nascent tendency, evident in a handful of studies, to create AI systems that
adapt to user adjustments and feedback. These studies demonstrate that AI
can be used as a tool rather than an autonomous entity. Yet, due to a lack of
practical solutions, this type of research also situates in aspiring for more user
interaction, rather than proposing concrete solutions. Some research tenden-
cies are also noted in the area of interactive machine-learning applications
with more specialized (expert) users in highly contextual settings. Finally,
we find that a large section of the relevant work boils down to interactive AI
assistants focusing on teaching or simplifying tasks for humans.

The issue of insufficient user control and agency remains largely un-
touched, even in the most interactive studies. Some studies allow interactive
feedback from users to AI systems and vice versa to make users more aware of
the internal AI mechanisms. However, only a few studies go one step forward
by allowing users to modify the algorithm design parameters to practice com-
plete agency over AI decision-making. Overall, our findings highlight that
user agency over AI systems beyond explainability is still very limited, and
this is a gap that we expect more studies to focus on in the years to come.
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A. Barbado, S. Garćıa, S. Gil-López, D. Molina, R. Benjamins, et al.,
Explainable artificial intelligence (xai): Concepts, taxonomies, oppor-
tunities and challenges toward responsible ai, Information fusion 58
(2020) 82–115.

50



[37] E. Tjoa, C. Guan, A survey on explainable artificial intelligence (xai):
Toward medical xai, IEEE transactions on neural networks and learning
systems 32 (11) (2020) 4793–4813.

[38] M. Plass, M. Kargl, P. Nitsche, E. Jungwirth, A. Holzinger, H. Müller,
Understanding and explaining diagnostic paths: toward augmented
decision making, IEEE Computer Graphics and Applications 42 (6)
(2022) 47–57.

[39] A. Holzinger, H. Müller, Toward human–ai interfaces to support ex-
plainability and causability in medical ai, Computer 54 (10) (2021)
78–86.

[40] F. Xu, H. Uszkoreit, Y. Du, W. Fan, D. Zhao, J. Zhu, Explainable ai:
A brief survey on history, research areas, approaches and challenges,
in: Natural Language Processing and Chinese Computing: 8th CCF
International Conference, NLPCC 2019, Dunhuang, China, October
9–14, 2019, Proceedings, Part II 8, Springer, 2019, pp. 563–574.

[41] G. Montavon, W. Samek, K.-R. Müller, Methods for interpreting
and understanding deep neural networks, Digital signal processing 73
(2018) 1–15.

[42] Q. V. Liao, K. R. Varshney, Human-centered explainable ai (xai): From
algorithms to user experiences, arXiv preprint arXiv:2110.10790 (2021).

[43] P. W. Koh, P. Liang, Understanding black-box predictions via influence
functions, in: International conference on machine learning, PMLR,
2017, pp. 1885–1894.

[44] A. Abdul, J. Vermeulen, D. Wang, B. Y. Lim, M. Kankanhalli, Trends
and trajectories for explainable, accountable and intelligible systems:
An hci research agenda, in: Proceedings of the 2018 CHI conference on
human factors in computing systems, 2018, pp. 1–18.

[45] H. Suresh, S. R. Gomez, K. K. Nam, A. Satyanarayan, Beyond exper-
tise and roles: A framework to characterize the stakeholders of inter-
pretable machine learning and their needs, in: Proceedings of the 2021
CHI Conference on Human Factors in Computing Systems, 2021, pp.
1–16.

51



[46] Q. V. Liao, Y. Zhang, R. Luss, F. Doshi-Velez, A. Dhurandhar, Con-
necting algorithmic research and usage contexts: a perspective of con-
textualized evaluation for explainable ai, in: Proceedings of the AAAI
Conference on Human Computation and Crowdsourcing, Vol. 10, 2022,
pp. 147–159.

[47] S. S. Kim, E. A. Watkins, O. Russakovsky, R. Fong, A. Monroy-
Hernández, ”help me help the ai”: Understanding how explainability
can support human-ai interaction, in: Proceedings of the 2023 CHI
Conference on Human Factors in Computing Systems, 2023, pp. 1–17.

[48] M. Stefik, Roots and requirements for collaborative ai, arXiv preprint
arXiv:2303.12040 (2023).

[49] V. Lai, Y. Zhang, C. Chen, Q. V. Liao, C. Tan, Selective explanations:
Leveraging human input to align explainable ai, Proceedings of the
ACM on Human-Computer Interaction 7 (CSCW2) (2023) 1–35.

[50] R. V. Yampolskiy, Predicting future ai failures from historic examples,
foresight 21 (1) (2019) 138–152.

[51] B. Shneiderman, Human-centered artificial intelligence: Reliable, safe
& trustworthy, International Journal of Human–Computer Interaction
36 (6) (2020) 495–504.

[52] A. Renz, G. Vladova, Reinvigorating the discourse on human-centered
artificial intelligence in educational technologies, Technology Innova-
tion Management Review 11 (5) (2021).

[53] J. Heer, Agency plus automation: Designing artificial intelligence into
interactive systems, Proceedings of the National Academy of Sciences
116 (6) (2019) 1844–1850.

[54] G. Newlands, Lifting the curtain: Strategic visibility of human labour
in ai-as-a-service, Big Data & Society 8 (1) (2021) 20539517211016026.

[55] M. H. Chignell, M.-H. Chung, Y. Yang, G. Cento, A. Raman, Human
factors in interactive machine learning: a cybersecurity case study,
in: Proceedings of the Human Factors and Ergonomics Society Annual
Meeting, Vol. 65, SAGE Publications Sage CA: Los Angeles, CA, 2021,
pp. 1495–1499.

52



[56] J. F. Allen, Mixed initiative planning: Position paper, in: ARPA/Rome
Labs Planning Initiative Workshop, Vol. 2, 1994.

[57] B. Strauch, Ironies of automation: Still unresolved after all these years,
IEEE Transactions on Human-Machine Systems 48 (5) (2017) 419–433.

[58] W. M. van der Aalst, Hybrid intelligence: to automate or not to au-
tomate, that is the question, International Journal of Information Sys-
tems and Project Management 9 (2) (2021) 5–20.

[59] A. Agrawal, J. Gans, A. Goldfarb, Power and prediction: The disrup-
tive economics of artificial intelligence, Harvard Business Press, 2022.

[60] K. Inkpen, S. Chappidi, K. Mallari, B. Nushi, D. Ramesh,
P. Michelucci, V. Mandava, L. H. Vepřek, G. Quinn, Advancing human-
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