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ABSTRACT
Text-to-image generative models have increasingly been used

to assist designers during concept generation in various creative
domains, such as graphic design, user interface design, and fash-
ion design. However, their applications in engineering design
remain limited due to the models’ challenges in generating im-
ages of feasible designs concepts. To address this issue, this
paper introduces a method that improves the design feasibility
by prompting the generation with feasible CAD images. In this
work, the usefulness of this method is investigated through a case
study with a bike design task using an off-the-shelf text-to-image
model, Stable Diffusion 2.1. A diverse set of bike designs are
produced in seven different generation settings with varying CAD
image prompting weights, and these designs are evaluated on
their perceived feasibility and novelty. Results demonstrate that
the CAD image prompting successfully helps text-to-image mod-
els like Stable Diffusion 2.1 create visibly more feasible design
images. While a general tradeoff is observed between feasibility
and novelty, when the prompting weight is kept low around 0.35,
the design feasibility is significantly improved while its novelty
remains on par with those generated by text prompts alone. The
insights from this case study offer some guidelines for selecting
the appropriate CAD image prompting weight for different stages
of the engineering design process. When utilized effectively, our
CAD image prompting method opens doors to a wider range of
applications of text-to-image models in engineering design.
Keywords: Concept generation, Generative AI, Text-to-
Image models, Computer aided design, Image prompting,
Feasibility, Novelty, Product design

1. INTRODUCTION
Concept generation is one of the early stages of the engineer-

ing design process. During this stage, engineers and designers
generate and explore various design concepts [1]. Typically fol-
lowed by the selection of concept(s) to pursue for the rest of the
design process, the concepts generated in this stage have been
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found to have critical impact on the success of the final product.
Particularly, the exploration of a wide range of potential concepts
through divergent thinking has been encouraged, as it has been
found to exercise designers’ creativity and enhance the novelty
and quality of the final product [2–4]. In design research, vari-
ous approaches have been proposed to assist designers’ divergent
thinking, including problem reframing [5], analogies [6, 7], and
Ideation Decks [8].

Recently, text-to-image (T2I) generative models, such as
DALL-E and Stable Diffusion [9–11], have shown promise in
augmenting designers’ concept generation process [12, 13]. They
not only enable designers to immediately create visual represen-
tations of their ideas but also facilitate the exploration of diverse
design concepts. Trained on a large pool of images, T2I models
often produce images of design concepts that can inspire design-
ers beyond their own creative capacities [12, 14, 15]. Therefore,
they are increasingly being implemented in various visual art do-
mains [16], such as graphic design [17], user interface design
[18, 19], fashion design [20], and digital art [21].

Despite their widespread reach, the application of T2I mod-
els in engineering design remains limited. One reason is that
these models frequently generate images of obviously infeasible
designs concepts [22–24]. Unlike the visual and textual art con-
texts, such as graphic design and digital art, engineering design
often requires the images of generated concepts to eventually
be realized into functional physical products [25]. However, be-
cause T2I models are trained on large datasets of texts and images
without the understanding of physical constraints, they produce
images of creative yet highly infeasible design concepts that can-
not be utilized as anything beyond an inspiration [22–24]. For
example, T2I models often generate images of unrealistic wheels,
such as those that are triangular and/or without any spokes.

Multiple research efforts have been dedicated to improving
the T2I models’ suitability for engineering design by enhancing
the feasibility of the generated design concepts. One approach
is prompt engineering. Some studies have suggested extracting
images with three-dimensional (3D) qualities by prompting the
T2I models with specific words, such as "3D render" or "CGI"
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[26, 27]. In addition, Liu, et al. propose 3DALL-E that combines
DALL-E, GPT-3, and Contrastive Language–Image Pre-training
(CLIP) within a computer aided design (CAD) software called
Autodesk Fusion 360 [25]. This method assists designers during
their prompt creation process, helping them to streamline the
disconnect between the infeasible images and the following stages
of the design process involving manufacturing considerations.
GPT-3 and CLIP help designers craft multimodal inputs (text and
image) that will effectively prompt DALL-E to generate novel
3D images that meet their design goals. Although 3DALL-E
encourages designers to think through the manufacturability of a
design, it does not directly address the inherent problem of low
feasibility of the generated design concepts. Furthermore, this
method adds complexity to the generation process, demanding
more steps to be taken by the designers to produce feasible design
concepts.

Some researchers have also been developing text-to-3D mod-
els, such as DreamFusion and Point-E [28–30]. These models
are specifically meant for engineering design applications to gen-
erate feasible 3D models of designs rather than images. Despite
their potential, these models currently present many shortcom-
ings. They are much more computationally demanding than the
T2I models, requiring longer inference times [31]. They are also
restricted in their capability to generate diverse and novel de-
signs due to the smaller volume of accessible training datasets
[25, 29, 30]. These inherent restrictions of text-to-3D models
compromise the opportunity to use generative artificial intelli-
gence (AI) to quickly produce novel inspirations [32].

In this paper, we propose a CAD image prompting method
to improve the feasibility of T2I models’ generated design con-
cepts for engineering design applications. Specifically, we work
with Stable Diffusion 2.1, exploiting its capability to accept mul-
timodal input, such as texts and images, to create images in a
zero-shot manner [9]. Given a text prompt, our method first
identifies a CAD image of a feasible design. Then, both the text
prompt and the identified CAD image are used as prompts for the
image generation. To explore the potential of this CAD image
prompting method for engineering design, we conducted a case
study with a bike design task and investigate the feasibility and
novelty of the designs generated by this method.

2. METHODS
2.1 CAD Image Prompting for Text-to-Image

Generation
The workflow of our CAD image prompting method is shown

in Fig. 1. The method relies on a dataset of CAD images (not in
CAD file formats, such as dwg and dxf) of the product that is being
designed. We use images rather than dwg/dxf files to harness the
creative advantage of T2I models and image prompting. For
example, if the task is to design a chair, the CAD image dataset
would consist of a diverse set of chair designs. Then, given a text
prompt entered by a designer, OpenAI’s Contrastive Language-
Image Pre-Training (CLIP) model is utilized to identify the image
that is the most semantically similar to the text prompt from the
CAD image dataset. The CLIP model is a neural network trained
on 400 million image and text pairs to learn visual concepts from
text. The selected CAD image is then used as an image prompt,

CLIP

T2I 
Model

Text 

CAD 
image

A bike that looks like 
a 19th century race car 
with pedals

Images

Standard T2I

Our addition

FIGURE 1: Our CAD image prompting method. Based on a
designer’s text prompt, the CLIP model searches for the most
suitable CAD image that is then input into a T2I model and
guides the image generation process alongside the original text
prompt.

together with the designer’s initial text prompt, to guide the T2I
model’s image generation. The T2I model blends the text and
image prompts according to the prompt weights to produce new
images. More details about the prompt weights and the generation
settings can be found in Section 2.2.1.

The goal of the CAD image prompting is to generate designs
that are more visibly feasible than those that would be generated
using text prompts alone. Enabling the generation of more fea-
sible designs can greatly increase the use of T2I models in more
physical product design domains like engineering design. While
many studies have proposed image guidance and prompting as a
way to improve the generated image quality, this method is unique
in its use of CAD images to improve the perceived design feasi-
bility. Since the generated output are still images, the purpose of
our CAD image prompting is not to achieve the actual feasibil-
ity of the designs, but the apparent, perceived feasibility of the
design concepts represented by the images. However, this work
could serve as a step towards generating actually feasible designs.
Furthermore, CAD images offer an advantage of giving designers
more flexibility and control to gear the image generation in their
desired direction. This is because CAD image datasets can easily
be forged using CAD softwares. Synthetic datasets of CAD im-
ages can be fabricated strategically to guide the image generation
process toward designers’ specific needs.

2.2 Bike Case Study
We explored the effectiveness of our proposed CAD image

prompting method by conducting a case study with a bike design
task adopted from Chong, et al.’s study [33]. The task is to create
feasible, novel, and aesthetically-pleasing bike design(s) using an
off-the-shelf T2I platform called Leonardo.AI [34], as follows:

You work for the company 22-century Bike as a bike
product designer. Your job is to make one or more
new bike designs. Your new bike design(s) should
be feasible to manufacture (no triangle wheels!) and
as unique/novel and aesthetically pleasing as possible.
You can submit multiple designs.



TABLE 1: The 15 text prompts used for image generation. These prompts are from Chong, et al.’s study [33].

Participant Prompt

1 A bike that looks like a 19th century race car with pedals
2 A bike with crazy design and unique pattern
3 Electrical bike with low saddle, foldable, backseat, light weight paddle
4 Bike with bottle cage and red chain rings that can carry people
5 Create a city bike with 26 inch wheel with aluminum build up with front light and tail light, saddle no higher

than front seat
6 Electrical bike with large comfortable seat and streaming body
7 Please create a rainbow color bike design that is feasible to manufacture and functions as a bike for human

(e.g. no triango wheels and with handle), and as unique/novel and aesthetically as possible. There should
be at least two wheels, a handle bar, and a seat

8 A bike that resembles a praying mantis. The bike should be green in color and the background should look
like a forest for mountain biking. The design should be feasible to manufacture (no triango wheels!)

9 An innovative bike with comfortable saddle, propellers as the wheels and a cover, made with glass, in the
future

10 22nd century bike
11 Aesthetically pleasing tiffany-green racing bike with super thick wheels, LED bulb decoration
12 Fashion bicycle product with sofa chair on the bike saddle
13 Bike that can fly and dive
14 Create a unique/novel, feasible, aesthetically pleasing, fashionable bike with metal wings, smart screen,

mirror and a phone holder
15 Commute bike for a man with a water bottle holder

This task choice satisfies two main requirements: it concerns
the design of an engineering product (i.e., a bike) that eventually
needs to be manufactured into a physical, functional object, and
it involves both feasibility and novelty as the design goals. With
this task, we first generated a diverse set of bike images using
Stable Diffusion 2.1 with and without CAD image prompting,
then collected human evaluations on the feasibility and novelty
of the designs.

2.2.1 Image Generation . To examine how the bike de-
signs generated with and without CAD image prompting differ
in their feasibility and novelty, the first step was to generate the
images. For this generation, we used the text prompts provided
by the 15 participants in Chong, et al.’s human subject study [33].
Because most of these participants entered multiple text prompts,
the most comprehensive prompt from each participant (15 total)
was selected and revised (e.g., typos and missing words) for our
image generation. The 15 prompts are displayed in Table 1.

Using Leonardo.AI, the authors generated bike design im-
ages with Stable Diffusion 2.1 in seven different generation set-
tings:

1) Stable Diffusion 2.1 (SD),

2) Stable Diffusion 2.1 and Prompt Magic (SD+PM),

3) Stable Diffusion 2.1, Prompt Magic, and CAD image
prompting of weight 0.35 (CIP(0.35)),

4) Stable Diffusion 2.1, Prompt Magic, and CAD image
prompting of weight 0.51 (CIP(0.51)),

5) Stable Diffusion 2.1, Prompt Magic, and CAD image
prompting of weight 0.67 (CIP(0.67)),

6) Stable Diffusion 2.1, Prompt Magic, and CAD image
prompting of weight 0.83 (CIP(0.83)), and

7) Stable Diffusion 2.1, Prompt Magic, and CAD image
prompting of weight 1 (CIP(1)).

Across the seven settings, the following Leonardo.AI features
are kept identical: Number of Images = 4, Input Dimensions =
1024X768, Guidance Scale = 7, Public Images = OFF, Photo-
Real = OFF, and Alchemy = OFF. The Number of Images is the
quantity of images generated per generation. This value is set to
4 to account for the variation within the same generation. The
Input Dimensions refer to the size of the generated images. The
Guidance Scale controls how much the image generation process
follows the text prompt. We use Leonardo.AI’s default value of
7. The Public Images value simply determines whether the gen-
erated images will be shared with the public or not. Finally, the
PhotoReal and Alchemy options are exclusive features offered
by Leonardo.AI that finetune the default T2I model (in our case,
Stable Diffusion 2.1) to produce more realistic and high quality
images, respectively. To enable our study to be generalizable
to any T2I tools other than Leonardo.AI, we have these features
off for all image generations. For more information about the
features on Leonardo.AI, please refer to their website [34].

Prompt Magic is an exclusive feature on Leonardo.AI that
enhances prompt conformity and image structure. Although this
feature is uniquely offered through Leonardo.AI, we have it on
because the goal of the feature is to improve the feasibility of
images, aligning with the goal of our method. Comparing the
feasibility of the design concepts generated in the SD+PM setting
without the CAD image prompting to those in the other settings
with the CAD image prompting can show whether the CAD image



FIGURE 2: Example evaluation questions for a bike design concept

prompting is effective in addition to Prompt Magic or not. When
Prompt Magic is on, its High Contrast mode is automatically
turned on with the default Prompt Strength of 0.3, which are
maintained in our generations.

In the CIP settings with varying prompting weights, the CAD
image is searched from Regenwetter, Curry, and Ahmed’s BIKED
dataset of 4800 diverse bike images [35]. The selected image is
the one that semantically best matches the text prompt. Examples
of these selected CAD images are shown in Table 2. The pos-
sible range of the CAD image prompting weight offered on the
Leonardo.AI platform are from 0.35 to 1. To investigate how the
feasibility and novelty of generated images vary with the image
prompting weight, the five weight settings (CIP(0.35), CIP(0.51),
CIP(0.67), CIP(0.83), and CIP(1)) were determined by uniformly
distributing the strength values within the possible range.

In total, 420 images of different bike designs were generated
by the authors. For each of the 15 text prompts, 28 images were
produced (7 settings per text prompt X 4 images per setting).
Table 2 illustrates some example images generated in the seven
settings, showing one of the four images generated per text prompt
and setting. It is important to note that the images generated with
the CAD image prompting weight of 1 do not exactly resemble
the CAD image. This is because the T2I model is simultaneously
trying to adhere to the text prompt, resulting in some variations
from the CAD image prompt.

2.2.2 Design Evaluations. Having had generated the 420
images of bike designs with 15 text prompts and seven different
settings, we collected human evaluations of the perceived feasi-
bility and novelty of each design concept. Since the generated
output are still images in this work, the purpose of our CAD image
prompting is not to achieve the actual feasibility of the designs,
but the apparent, perceived feasibility of the design concepts rep-
resented by the images. However, this work could serve as a
step towards generating actually feasible designs. The evaluation

questions for each design are illustrated in Fig. 2. The definitions
of feasibility and novelty were provided at the top of the screen
for reference so that all participants have the same understand-
ing of the evaluation categories. The definitions were taken and
modified from the Oxford Languages. Participants were asked to
indicate their degree of agreement or disagreement with the two
following statements: 1) "The bike is feasible." and, 2) "The bike
is novel", in a 7-point Likert scale from "Strongly disagree" to
"Strongly agree".

After a round of pilot study, it was determined that a par-
ticipant could evaluate about 28 images in 5 minutes, leading to
a decision to give each participant 140 bike designs to evaluate
during a 30-minute session. 32 participants were recruited and
completed the evaluations, and the data from two of these partic-
ipants were discarded and replaced because they failed to follow
the instructions and/or completed the evaluations too quickly. The
participants were recruited using the convenience, voluntary, and
snowball sampling methods with the only recruitment criterion
being they are 18 or order. We did not require the participants
to have any prior design experience (although some did) because
the goal was to collect common users’ ratings on their perceived
feasibility and novelty, rather than objective ratings. Each partici-
pant received 140 images randomly selected from 420 images and
evaluated them in a random order. Each image was assigned to 10
different participants to be able to obtain the average feasibility
and novelty ratings per image.

3. RESULTS
In this section, the CLIP similarity scores between the im-

ages generated in the seven generation settings (listed in Section
2.2.1) are presented first in Table 3. Each CLIP similarity score
represents how similar the images generated in the column setting
are to those generated in the row setting. The CLIP similarity
score between the images generated in two settings is calculated
by averaging the similarity scores for all pairs of images. For



TABLE 2: Example images from the seven generation settings (refer to Section 2.2.1)

Text prompt

An innovative bike with com-
fortable saddle, propellers as
the wheels and a cover, made
with glass, in the future

Fashion bicycle product with
sofa chair on the bike saddle

Create a unique/novel, fea-
sible, aesthetically pleasing,
fashionable bike with metal
wings, smart screen, mirror
and a phone holder

SD

SD+PM

CAD image
prompt

CIP(0.35)

CIP(0.51)

CIP(0.67)

CIP(0.83)

CIP(1)



TABLE 3: The CLIP similarity score matrix between the seven generation settings using Text Prompt 1 in Table 2. The similarity
scores range from -1 to 1, -1 meaning maximum dissimilarity between the images generated in those settings and 1 meaning maximum
similarity. The results show that the CAD image prompting significantly affects the generated images.

SD SD+PM CIP(0.35) CIP(0.51) CIP(0.67) CIP(0.83) CIP(1)

SD 0.370 -0.235 -0.215 -0.496 -0.0871 -0.213 -0.242
SD+PM 0.744 0.475 0.308 0.288 0.446 -0.152

CIP(0.35) 0.638 0.475 0.413 0.540 0.0754
CIP(0.51) 0.660 0.274 0.604 -0.0851
CIP(0.67) 0.593 0.470 0.382
CIP(0.83) 0.801 0.249

CIP(1) 0.741

example, given a prompt, each setting generated four images. For
the two sets of four images produced by two settings, the CLIP
similarity scores are calculated for every pairwise combination
and are averaged. The scores range from -1 to 1, -1 meaning
maximum dissimilarity and 1 meaning maximum similarity. No-
tice that the left diagonal values are not 1, even though they are
comparing between the same settings. This is because there are
multiple images generated in each setting, and the average of the
similarity scores between these images are reported. The lowest
similarity scores (mostly negative) are mainly observed for the SD
setting, confirming that the images generated without the CAD
image prompting are highly dissimilar to the rest of the images.
Table 3 displays the results only for the generations with Text
Prompt 1 from Table 2. However, similar trends are observed
with the other 14 text prompts.

We also present the human evaluation results for how the per-
ceived feasibility and novelty of the generated bike designs vary
among the seven generation settings. These results bring insight
into the effectiveness the CAD image prompting method in pro-
ducing more visibly feasible designs compared to the T2I models
with only text prompts, as well as whether and how the novelty
of the designs may be compromised. Figure 3 shows the over-
all results from the human evaluations and the Spearman’s rho
correlation result between the weight of the CAD image prompt
and the feasibility and novelty ratings of the generated bike de-
signs. Table 4 consists of the Mann-Whitney U test results to
show whether the feasibility and novelty ratings of the generated
designs are different between various pairs of settings.

3.1 Perceived feasibility increases with CAD image
prompting
Figure 3a and the first two columns of Table 4 display re-

sults related to the feasibility of the generated images. First and
foremost, the second and seventh rows in Table 4 demonstrate the
effectiveness of our CAD image prompting method in improving
the perceived feasibility of generated designs. The feasibility rat-
ing is significantly higher in the CAD image prompting settings
with 0.35 weight (CIP(0.35)) than Stable Diffusion 2.1 (SD) and
Stable Diffusion 2.1 with Prompt Magic (SD+PM) settings (Z =
-7.22 and -2.81, p < 0.01 and < 0.01, respectively). This result
holds true with all the other CAD image prompting settings with
different weights, as demonstrated in rows three to six and rows
eight to 11 in Table 4.

For the Spearman’s rho test, the SD+PM setting, rather than
the SD setting, is used as the no CAD image prompting (weight
= 0) setting. This is because the images generated in the SD+PM
setting tend to be perceived as more feasible than those generated
in the SD setting (Z = -5.09, p < 0.01). Overall, a positive
correlation is found between the weight of the CAD image prompt
and the perceived feasibility of the generated images of bike
designs (ρ = 0.186, p < 0.01). This means that as we increase
the weight of the CAD image prompt, the generated bike designs
become more visibly feasible. However, it is important to note
that the feasibility rating of the designs drop from the weight 0.83
to 1. This suggests that at a certain weight above 0.83, the T2I
model’s ability to balance adherence to the CAD image with the
text prompt may be compromised.

3.2 Novelty is compromised with higher CAD image
prompting weights
Having confirmed that our proposed method successfully im-

proves the perceived feasibility of the generated designs, we heed
to how their novelty is affected with the CAD image prompting.
The novelty related results are illustrated in Fig. 3b and the last
two columns of Table 4.

With the implementation of CAD image prompting with the
lowest weight (0.35), the novelty of the generated bike designs
is lower compared to the SD+PM setting but not the SD setting
(Z = 2.62 and 1.72, p < 0.01 and = 8.59E-2 , respectively). This
result shows that the novelty performance of Stable Diffusion 2.1
is not significantly affected by the CAD image prompt of weight
0.35. However, as shown in Fig. 3b, when Stable Diffusion 2.1
is augmented by the Prompt Magic feature in Leonardo.AI, the
novelty of the generated designs slightly increases (though not
statistically significant). Therefore, the SD+PM setting produces
more novel designs than the CIP(0.35) setting.

With CAD image prompt of a weight greater than 0.35 (more
accurately a weight greater than a value between 0.35 and 0.51),
the novelty of the generated designs is compromised. This result
is bolstered by rows three to six and rows eight to 11 in Table 4.
The novelty ratings in settings CIP(0.51), CIP(0.67), CIP(0.83),
and CIP(1) are all significantly lower than those in settings SD
and SD+PM.

Like the feasibility analysis, the SD+PM setting, rather than
the SD setting, is used as the no CAD image prompting setting
(CIP(0)) for the Spearman’s rho test. A negative correlation is ob-
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FIGURE 3: Perceived feasibility and novelty evaluation results for the bike designs generated in the seven generation settings. (a)
shows a positive correlation between the weight of CAD image prompt and the perceived feasibility of generated images, while (b)
shows a negative correlation.

TABLE 4: Difference in the feasibility and novelty ratings between various pairs of generation settings

Settings Z (Feasibility) p (Feasibility) Z (Novelty) p (Novelty)

SD : SD+PM -5.09 <0.01 -1.38 0.168
SD : CIP(0.35) -7.22 <0.01 1.72 0.0859
SD : CIP(0.51) -7.89 <0.01 3.32 <0.01
SD : CIP(0.67) -7.96 <0.01 5.59 <0.01
SD : CIP(0.83) 7.84 <0.01 5.82 <0.01

SD : CIP(1) -6.89 <0.01 5.66 <0.01
SD+PM : CIP(0.35) -2.81 <0.01 2.62 <0.01
SD+PM : CIP(0.51) -3.87 <0.01 3.80 <0.01
SD+PM : CIP(0.67) -4.16 <0.01 5.56 <0.01
SD+PM : CIP(0.83) -4.27 <0.01 5.64 <0.01

SD+PM : CIP(1) -2.54 <0.05 5.61 <0.01
CIP(0.35) : CIP(0.51) -1.56 0.119 1.22 0.222
CIP(0.51) : CIP(0.67) -0.696 0.486 2.78 <0.01
CIP(0.67) : CIP(0.83) -0.686 0.493 -0.0630 0.950

CIP(0.83) : CIP(1) 2.31 <0.05 0.255 0.799

served between the weight of CAD image prompt and the novelty
of the generated images of bike designs (ρ = -0.386, p < 0.01).

This means that as we increase the weight of the CAD image
prompt, the generated bike designs become less novel. There-



fore, recalling the earlier result that the generated designs are
perceived to be more feasible with a higher CAD image prompt-
ing weight, we find that there is a significant tradeoff between the
feasibility and novelty (ρ = -0.728, p < 0.01).

4. DISCUSSION
In engineering design, T2I models have mainly been used as

an inspirational tool during concept generation [13–15]. How-
ever, they are difficult to implement for any purpose beyond inspi-
ration because the generated images of design concepts are often
infeasible [22–24]. Not only does the perceived infeasibility of
the designs prevent generation of realistic concepts, but also hin-
der the potential use of the T2I models during the other stages
of the engineering design process. To address this issue, we
propose in this paper a CAD image prompting method in which
CAD images of feasible designs are used as prompts in the image
generation process along with text prompts.

A case study with a bike design task was conducted to ex-
plore the effectiveness of this method. Results from the study
show that CAD image prompting successfully improves the per-
ceived feasibility of designs generated by Stable Diffusion 2.1
with text prompts alone. The perceived feasibility is also im-
proved compared to the advanced version of Stable Diffusion 2.1
which had been further trained by Leonardo.AI’s Prompt Magic
feature. This result implies that our proposed method has the po-
tential to expand the applicability of T2I models, so that they can
play a role in engineering design by creating more visibly feasible
design concepts that are beyond mere inspiration. For instance,
while designers currently need to independently produce models
for their design concepts after being inspired by the images gener-
ated by T2I models, this process can be significantly streamlined
when the generated designs are more feasible. The designs rep-
resented in the generated images will more likely be able to be
realized directly into a physical product, meaning that the images
will act as models. Furthermore, the improved feasibility of gen-
erated images may increase the usefulness of T2I models in later
stages of the engineering design process. Our method may be
able to generate images of overall designs or even designs of spe-
cific parts feasible enough to be directly used for the system-level
design, detailed design, and refinement stages. Although this
work is a proof-of-concept of the CAD image prompting method
and has only improved the perceived feasibility of the generated
design concepts, future refinement of this method has the poten-
tial to further increase the perceived feasibility and even increase
the actual feasibility of the designs.

Our image prompting method utilizes CAD images rather
than real-world images, offering unique advantages in engineer-
ing design applications. First, it will be highly synergistic with
image-to-CAD or image-to-3D methods that aim to instantly
transform images into CAD/3D models [28–30, 36, 37]. The
images of design concepts generated by our method will likely
have characteristics similar to those of CAD images, and there-
fore, they may more easily be transformed into CAD models.
Merging image-to-CAD methods with our CAD image prompt-
ing method will engender a design tool that allows designers to
shift between concept generation and design refinement anytime.
In the image mode, the tool can harness the creative potential

from T2I models’ large dataset, while in the CAD mode, the
designers will be able to make detailed changes to the design.
Additionally, CAD image datasets can easily be fabricated using
CAD software, giving designers more flexibility and control over
the image generation process. When using real-world images,
designers need to communicate their design ideas through text
if the ideas do not already exist in the world. With our method,
these design ideas can be communicated using CAD images. Not
only does this make our method extremely versatile, but it also
enables better control over the dataset and image generation.

While the potential of the CAD image prompting in engineer-
ing design is clear, our results also highlight the tradeoff between
the perceived feasibility and novelty, confirming the difficulty
in creating both feasible and novel designs with generative AI
[32, 38]. The generated designs tend to become less novel with
higher CAD image prompt weight. Hence, it is critical to select
the appropriate image prompting setting for a given design stage
and scenario. Generally, designers engage in an iterative process
while working with T2I models to figure out the right balance of
settings in order to attain a reliable final design [39]. The findings
in this work regarding the CAD image prompting method drasti-
cally reduce the need for multiple iterations to generate feasible
bike designs. For example, if a designer is using a T2I model
for inspiration during concept generation, it is important for the
images to be novel rather than feasible. In this case, the SD+PM
setting would be the most ideal as it provides the most novel
designs. In contrast, if a designer wants to explore alternative
designs in the later stages of the design process, producing feasi-
ble images may be a priority over highly novel ones. Therefore,
CIP(0.51), CIP(0.67), or CIP(0.83) settings may be suitable for
this scenario.

Based on the results, we offer a few points of caution when
selecting the appropriate setting for image generation. First, se-
lecting a CAD image prompt weight higher than 0.83 is likely
disadvantageous. Past 0.83, the perceived feasibility of the gen-
erated images begins to drop, perhaps because the T2I model’s
ability to balance adherence to the CAD image with the text
prompt is compromised. Secondly, the decrease in image novelty
seems to plateau at the CAD image prompt weight of 0.67. This
means that past 0.67, about 0.83 may always be the ideal setting as
it provides the most visibly feasible designs within that range. It
is important to note that the specific values of the image prompt
weight mentioned in these suggestions may be model specific.
Therefore, if a T2I model other than Stable Diffusion 2.1 is being
used, the appropriate values for that model must be investigated.
Lastly, if no CAD image prompting is used, the SD+PM setting
may always be better than the SD setting in terms of feasibility
and novelty. SD+PM produces designs that are significantly more
feasible yet similar in novelty.

4.1 Limitations and Future Work
This section describes the limitations of this work and their

corresponding future research directions. The first limitation is
that the performance of the method proposed in this paper may
be dependent on the dataset. The CAD images that guide image
generation are selected from a dataset of CAD images. This
means that the quality and the prompt conformity of the CAD



images are determined by the dataset. This issue may be resolved
by exploring alternative methods to produce the CAD images for
prompting, such as designers manually creating them using CAD
software.

In addition, there is an inherent trade-off between the T2I
model’s adherence to the text and image prompts. With a higher
image prompting weight, the T2I model is less faithful to the
text prompt requirements, and vice versa. For example, in 2, the
generated bike images in the higher image prompt weight settings
tend to exclude some required elements from the text prompts like
wings and sofa chair. Investigating this tradeoff and its impact
on the designers and their design process can add more insights
into how our CAD image prompting method can be effectively
utilized in engineering design.

Furthermore, we present one case study in this paper that
serves as an initial exploration and proof-of-concept of our pro-
posed method. Further validation of the method is a valuable
direction for future research.

Finally, other potential future works include assessing the
perceived feasibility and novelty of the CAD images themselves
as a benchmark for comparison with the other generation settings
and empirically investigating the difficulties engineers and de-
signers currently face using T2I models and identifying how our
CAD image prompting may help those challenges.

5. CONCLUSION
In engineering design, T2I models are difficult to be utilized

as more than an inspirational tool during concept generation be-
cause they produce infeasible designs. This paper proposes a
CAD image prompting method that aims to improve the perceived
feasibility of designs generated by T2I models. The effectiveness
of this method was explored through a case study with a bike
design task, which showed that CAD image prompting success-
fully leads to more visibly feasible designs. A feasibility-novelty
tradeoff was also observed, suggesting that caution and strategy
is needed when selecting the weight of the CAD image prompt.
When utilized effectively, our method has the potential to expand
the range of applicability of T2I models in the engineering design
process. Moreover, our CAD image prompting method possesses
unique advantages due to its use of CAD images. Particularly,
when combined with image-to-CAD methods, it can lead to the
development of a computational design tool that supports multi-
modal design, enabling designers to easily switch back and forth
between concept generation and design refinement.
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